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GREETINGS FROM THE CHAIR OF ICCBEI 2023

 Sawasdee Krub.  Welcome to the 5th International Conference on Civil and Building Engineering 
Informatics (ICCBEI 2023), Bangkok, Thailand. Chulalongkorn University is grateful and honored to 
host this prestigious conference. ICCBEI was organized from the previous series of Asian Construction 
Information Technology Roundtable Meeting, which had been sponsored by Japan Society of Civil 
Engineers (JSCE) and Japan Construction Information Center (JACIC). At that time, Asia did not have 
any international conferences on computing in civil and building engineering. The Board of Directors 
(BOD) of Asian Group for Civil Engineering Informatics (AGCEI) was established and organized the 1st 
ICCBEI in 2013. The following three conferences were held in Tokyo (2015), Taipei (2017), and Sendai 
(2019). Due to the COVID-19 pandemic, ICCBEI has not been organized since then.

 In recent years, especially during the COVID-19 era, digital disruption has accelerated the digital 
transformation of every industry, especially construction. To be productive and competitive with their 
opponents, architecture, engineering, construction, and operations (AECO) organizations are obliged to 
smartly adopt and implement a variety of digital technologies to serve their various purposes. In addition 
to fundamental digital technologies such as building/construction information modeling (BIM/CIM), 
several modern information technologies have been emerging and widely used in construction business 
such as XR (VR, AR, MR); laser and image scanning; AI; big data; and ChatGPT.      

 ICCBEI 2023 covers a wide range of research fields in the application of Information and 
Communication Technology (ICT) to civil, building, and environmental engineering. The conference 
called for abstracts (optional) in January 2023, and the full papers were submitted in April 2023.  With 
rigorous reviews by the scientific committee, the conference finally accepted 74 full papers, which 
are grouped into nine categories, namely, (1) Building and Construction Information Modeling, (2) 
Visualization and XR,  (3) Laser and Image Scanning, (4) AI & Data Analysis, (5) Information Process 
and Management, (6) Construction Engineering and Asset Management, (7) Green Construction and 
Sustainability, (8) Digital Twin, and (9) Smart Cities and Infrastructure Management.

 Finally, ICCBEI 2023 would like to express our gratitude for tremendous support from Professor 
Nobuyoshi Yabuki (the President of Board of Directors, AGCEI); Professor Supot Teachavorasinskun, 
Dean of Engineering, Chulalongkorn University; Professor Boonchai Stitmannaithum, Head of Civil 
Engineering Department, Chulalongkorn University; the Organizing Committee members; the Scientific 
Committee members; all organizing staff; and many others.  Without your devotion, this conference will 
never happen. We hope you enjoy the conference and Bangkok.

Veerasak Likhitruangsilp
Chair of the Organizing Committee ICCBEI 2023
Associate Professor, Chulalongkorn University, Thailand
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KEYNOTE LECTURE 1

TRANSFORMING URBAN LIVING IN BANGKOK: THE ROLE OF INFRASTRUCTURE 
ASSET MANAGEMENT IN CREATING A SMART CITY

Wisanu Subsompon
 

Ph.D., Associate Professor
Deputy Governor, Bangkok Metropolitan Administration

Abstract: The rapid urbanization and population growth in cities worldwide have presented numerous 
challenges, and Bangkok is no exception. In response to these challenges, the Bangkok Metropolitan 
Administration (BMA) has embarked on a transformative journey to establish a smart and sustainable 
metropolis. A crucial component of this transformation is Infrastructure Asset Management (IAM), 
which harnesses technology to enhance the efficiency, resilience, and quality of urban infrastructure. 
Two key areas of focus in this endeavor are Pavement Analysis for Maintenance and Lighting Control 
Systems. By integrating advanced technologies such as the Internet of Things (IoT), survey technology, 
artificial intelligence, and data analytics, the BMA effectively monitors, maintains, and optimizes the 
city’s infrastructure assets.

The application of Pavement Analysis for Maintenance ensures that Bangkok’s roads and sidewalks 
are in optimal condition. By utilizing survey technology, and data analytics, the BMA can proactively 
identify areas requiring maintenance, minimizing disruptions and enhancing overall transportation 
efficiency. This approach results in cost savings and improved safety for residents and commuters. The 
implementation of a sophisticated Lighting Control System is another significant aspect of Bangkok’s 
smart city transformation. Through IAM, the BMA leverages advanced technologies to monitor and 
control street lighting. This enables efficient energy management, reduced light pollution, and enhanced 
safety in public spaces. By leveraging data analytics, the BMA can identify patterns and optimize lighting 
schedules, creating a more sustainable and citizen-centric urban environment. While Bangkok has made 
substantial progress in its smart city journey, several challenges remain. These include concerns related 
to privacy and security, the need for infrastructure upgrades, and ensuring equitable access to technology 
for all citizens. To address these challenges, Bangkok should continue to foster collaboration between 
the public and private sectors, invest in research and development, and place a strong emphasis on 
citizen engagement and inclusivity.
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KEYNOTE LECTURE 1

Profile of Dr. Wisanu Subsompon
 
Dr. Wisanu Subsompon earned Ph.D. in Civil Engineering from Carnegie Mellon University, 
USA in 1996. He also received the Bachelor of Law degree from Sukhothai Thammathirat 
University, Thailand in 2001. After graduating Ph.D., he had been working at Department of 
Civil Engineering, Faculty of Engineering, Chulalongkorn University, Bangkok, Thailand. 
During his tenure at Chulalongkorn University, he served in many executive positions of the 
university, including the Vice President for Property and Physical Resources Management, 
the Vice President for Property and Innovation Management, the Assistant to the University 
President for Science and Technology Development, the Director General of Chulalongkorn 
University Intellectual Property Institute, and the Managing Director of Jamjuree Innovations 
Co., Ltd. (holding company).  In addition, he was an advisor to the Minister of Transport (Dr. 
Chatchart Sittipunt), the Independent Director of Airports of Thailand Public Company Limited, 
the Independent Director of BFIT Securities Public Company Limited, and the Independent 
Director of Land and Houses Public Company Limited. He is currently the Vice Governor of 
Bangkok Metropolitan Authority.      
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KEYNOTE LECTURE 2

ENGINEERING BRAIN: METAVERSE FOR THE FUTURE ENGINEERING

Xiangyu Wang
 

Ph.D., Professor, School of Design and Built Environment, Faculty of Humanities, 
Curtin University, Perth, Australia. Email: Xiangyu.Wang@curtin.edu.au

Abstract: Engineering Brain is a sophisticated system that uses AI algorithms to analyse data and 
provide valuable insights to engineers. It allows engineers to simulate various construction scenarios 
and predict their outcomes, enabling them to make informed decisions in real-time. By integrating BIM, 
engineers can create a digital twin of the project that captures every detail of the physical structure, 
from the design to the construction phase. This technology enhances collaboration between all parties 
involved, including architects, engineers, contractors, and owners. This keynote presentation will 
provide attendees with an in-depth understanding of the engineering brain concept and its application 
in construction and civil engineering. The presentation will begin by introducing the basic principles of 
the engineering brain and its components. Then, the presentation will delve into the benefits of using the 
engineering brain in construction and civil engineering, including improved accuracy, efficiency, and 
sustainability. The keynote presentation will also discuss various case studies and real-world examples 
of successful engineering brain implementations. Attendees will have the opportunity to learn about 
the challenges faced during implementation and the solutions that were employed to overcome them. 
Finally, the keynote presentation will conclude with a discussion of the future of the engineering brain 
in construction and civil engineering. 
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KEYNOTE LECTURE 2

Profile of Professor Xiangyu Wang
 
Professor Xiangyu Wang is a global “Highly Cited Researcher” recognized by Clarivate Analytics, 
and a Fellow of the EU Academy of Sciences. He is affiliated with Curtin University and also 
the Executive Director/Distinguished Professor at the Institute of Intelligent Construction and 
Maintenance of Civil Infrastructure at East China Jiaotong University. He served on the panel 
of the Australian Research Council College of Experts in 2016-2018. He was also the Woodside 
Chair for a five-year term, the Australia’s top ten ASX listed company and largest energy 
company. His research achievements have been applied in various sectors including energy, 
mining, infrastructure, and construction, resulting in billions of dollars in global economic 
benefits. He has published 400+ journal articles where over 30 articles were ranked as ESI top 
1 % highly cited papers and nearly 10 articles were hot papers (top 0.1%). His Web of Science 
overall citation is over 10,000.  
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KEYNOTE LECTURE 3

DECISION SUPPORT SYSTEMS FOR CIVIL ENGINEERING CONSTRUCTION

Photios G. Ioannou
 

Ph.D., Professor, Civil & Environmental Engineering Department, University of 
Michigan, Ann Arbor, Michigan, USA 48109-2125. Email: photios@umich.edu

Abstract: Decision support systems have been developed and applied at all levels of civil engineering 
construction. This presentation will concentrate on two such applications. At the strategic level we 
will examine how competitive bidding models can help a contractor select the optimum price for a 
lump-sum construction contract. We will also examine the importance of cost uncertainty and the 
contractor’s risk aversion on the optimum bid price. These are two factors that have traditionally been 
ignored even though they have a significant impact on how much the contractor should bid. At the 
operational level we will describe the discrete event simulation systems that have been developed at 
the University of Michigan, such as UM-CYCLONE, COOPS, STROBOSCOPE, and EZSTROBE, for 
modeling construction processes under uncertainty. The most modern of these, STROBOSCOPE and 
EZSTROBE, are used throughout the world for research, teaching, and practice, and are available from 
www.stroboscope.org. Applications of these systems to be presented include general earthmoving, dam 
construction, tunneling, and the scheduling of projects with repeating activities under uncertainty. 

Profile of Professor Photios G. Ioannou
 
Photios G. Ioannou is Professor in the Department of Civil and 
Environmental Engineering at the University of Michigan, a Fellow 
of the ASCE, and a recipient of several awards including the Peurifoy 
Construction Research Award and the John O. Bickel Award from 
ASCE. Together with his former doctoral student J.C. Martinez are 
the designers and developers of the STROBOSCOPE Simulation 
System. He has also performed research in the development 
of other simulation systems, including UM-Cyclone, COOPS, 
EZStrobe, ProbSched, CPMAddon, and Chastrobe. His research is in 
construction engineering and management in the areas of simulation, 
tunneling, competitive bidding models, project finance, innovative 
project delivery systems, and project scheduling. His email address 
is photios@umich.edu and his homepage is https://www.ioannou.org
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ADAPTIVE KRIGING-ASSISTED METAHEURISTIC METHOD FOR EFFICIENT 
RELIABILITY-BASED DESIGN OPTIMIZATION  

 
Handy Prayogo1, and I-Tung Yang2 

 
1) Ph.D. Candidate, Department of Civil and Construction Engineering, College of Engineering, National Taiwan University 
of Science and Technology, Taipei, Taiwan. Email: d10905818@mail.ntust.edu.tw 
2) Prof., Department of Civil and Construction Engineering, College of Engineering, National Taiwan University of Science 
and Technology, Taipei, Taiwan. Email: ityang@mail.ntust.edu.tw 
 
Abstract: Reliability-based Design Optimization aims to find a design that minimizes the cost while adhering to 
the reliability constraints that consider the inherent uncertainties in the engineering process. Due to the ever-
increasing complexity of today's engineering problems, an efficient way of solving RBDO problems is needed. 
Surrogate-based RBDO methods, particularly those that use Kriging or Gaussian Process Regression, have been 
studied intensively for their efficiency and accuracy. However, the existing methods still incur a high computation 
demand when paired with classical gradient-based optimization tools. This study proposed a new framework Meta-
LAK that relies on the cooperation between metaheuristic optimization technique and Kriging model to tackle the 
RBDO problem. Using the information provided by the Kriging model, the method can avoid evaluating every 
sample, thus reducing the computation demand. The optimized design also limits the possible candidate samples 
used to enrich the Kriging model. The proposed algorithm is tested against a benchmark problem to evaluate its 
performance.  
 
Keywords:  Reliability-based design optimization, Adaptive Kriging, Metaheuristic 
 
1. INTRODUCTION  

Practical engineering problems typically involve a wide range of uncertainties such as: manufacturing 
tolerances, material properties, loading, and environmental condition. (Cheng et al., 2021; Meng et al., 2020). 
Traditional deterministic design optimization takes into account such uncertainties in the form of empirical safety 
factors. However, the use of empirical safety factors may result in a design that is too conservative and 
uneconomical. Reliability-Based Design Optimization (RBDO) is a method to find the best design that minimizes 
the cost while considering the various uncertainties that lie in the engineering system. The RBDO is generally 
formulated by: 

min 𝑓𝑓𝑓𝑓(𝒅𝒅𝒅𝒅) 

𝑠𝑠𝑠𝑠. 𝑡𝑡𝑡𝑡. �𝑃𝑃𝑃𝑃(𝑔𝑔𝑔𝑔𝑐𝑐𝑐𝑐(𝐗𝐗𝐗𝐗) ≤ 0) ≤ 𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡 , 𝑖𝑖𝑖𝑖 = 1,2, … ,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
𝒅𝒅𝒅𝒅𝑳𝑳𝑳𝑳 ≤ 𝒅𝒅𝒅𝒅 ≤ 𝒅𝒅𝒅𝒅𝑼𝑼𝑼𝑼

 

(1) 

where 𝑓𝑓𝑓𝑓(𝒅𝒅𝒅𝒅) is the cost function of design variable d; X represent the vector of random variables; 𝑔𝑔𝑔𝑔𝑐𝑐𝑐𝑐(𝐗𝐗𝐗𝐗) denotes 
the c-th performance/limit-state function with 𝑔𝑔𝑔𝑔𝑐𝑐𝑐𝑐(𝐗𝐗𝐗𝐗) ≤ 0 indicating structure failure; 𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡  is the c-th target 
probability of failure; nc indicates the number of limit-state functions in the problem; the 𝒅𝒅𝒅𝒅𝑳𝑳𝑳𝑳 and 𝒅𝒅𝒅𝒅𝑼𝑼𝑼𝑼 are the 
lower and upper bounds respectively; 

In real-world applications, the limit-state function is often a time-consuming model that involves complex 
calculations such as Finite Element Analysis (FEA). Due to the ever-growing complexities of engineering 
problems, the traditional RBDO methods such as double loop methods (Hao et al., 2019; Lee et al., 2015), 
decoupled methods (Jiang et al., 2020; Shi et al., 2020), and single-loop methods (Jiang et al., 2017; Meng & 
Keshtegar, 2019) may incur too high of a computational cost. Another alternative is to use a surrogate model to 
replace the expensive limit-state function. Out of the different surrogate models available, the Kriging model is 
the most widely used due to its capability in predicting the local variance (Jiang et al., 2021). This unique 
characteristic enables the active-learning/adaptive strategies, where the active-learning function is used to select 
the best point to enrich the model sequentially.  

In adaptive Kriging-based RBDO methods, the model can be constructed using two of the following 
strategies: the global modeling strategy (Li et al., 2022b; Xiao et al., 2020) and the local modeling strategy (Li et 
al., 2022a; X. Zhang et al., 2021b). The global modeling strategy aims to approximate the limit-state function in 
the global design domain. Once the Kriging model reaches a certain level of accuracy, the optimization is then 
done using the constructed Kriging model. On the other hand, the local modeling strategy focuses only on the local 
region. In this strategy, the samples near the optimization result of each iteration are considered as candidate 
samples to enrich the Kriging model. This process of design optimization and model updating is done sequentially 
until the optimal solution converges.  

While significant progress has been made in Kriging-based RBDO methods, several challenges still 
remain. For instance, the local modeling strategy is generally more efficient in terms of limit-state function 
evaluations, but it requires design optimization at every iteration. Although Kriging model evaluation is cheap, it 
is not completely free and when paired with classical gradient-based optimization, it may still incur a high 
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1. INTRODUCTION  

Practical engineering problems typically involve a wide range of uncertainties such as: manufacturing 
tolerances, material properties, loading, and environmental condition. (Cheng et al., 2021; Meng et al., 2020). 
Traditional deterministic design optimization takes into account such uncertainties in the form of empirical safety 
factors. However, the use of empirical safety factors may result in a design that is too conservative and 
uneconomical. Reliability-Based Design Optimization (RBDO) is a method to find the best design that minimizes 
the cost while considering the various uncertainties that lie in the engineering system. The RBDO is generally 
formulated by: 

min 𝑓𝑓𝑓𝑓(𝒅𝒅𝒅𝒅) 

𝑠𝑠𝑠𝑠. 𝑡𝑡𝑡𝑡. �𝑃𝑃𝑃𝑃(𝑔𝑔𝑔𝑔𝑐𝑐𝑐𝑐(𝐗𝐗𝐗𝐗) ≤ 0) ≤ 𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡 , 𝑖𝑖𝑖𝑖 = 1,2, … ,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
𝒅𝒅𝒅𝒅𝑳𝑳𝑳𝑳 ≤ 𝒅𝒅𝒅𝒅 ≤ 𝒅𝒅𝒅𝒅𝑼𝑼𝑼𝑼

 

(1) 

where 𝑓𝑓𝑓𝑓(𝒅𝒅𝒅𝒅) is the cost function of design variable d; X represent the vector of random variables; 𝑔𝑔𝑔𝑔𝑐𝑐𝑐𝑐(𝐗𝐗𝐗𝐗) denotes 
the c-th performance/limit-state function with 𝑔𝑔𝑔𝑔𝑐𝑐𝑐𝑐(𝐗𝐗𝐗𝐗) ≤ 0 indicating structure failure; 𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡  is the c-th target 
probability of failure; nc indicates the number of limit-state functions in the problem; the 𝒅𝒅𝒅𝒅𝑳𝑳𝑳𝑳 and 𝒅𝒅𝒅𝒅𝑼𝑼𝑼𝑼 are the 
lower and upper bounds respectively; 

In real-world applications, the limit-state function is often a time-consuming model that involves complex 
calculations such as Finite Element Analysis (FEA). Due to the ever-growing complexities of engineering 
problems, the traditional RBDO methods such as double loop methods (Hao et al., 2019; Lee et al., 2015), 
decoupled methods (Jiang et al., 2020; Shi et al., 2020), and single-loop methods (Jiang et al., 2017; Meng & 
Keshtegar, 2019) may incur too high of a computational cost. Another alternative is to use a surrogate model to 
replace the expensive limit-state function. Out of the different surrogate models available, the Kriging model is 
the most widely used due to its capability in predicting the local variance (Jiang et al., 2021). This unique 
characteristic enables the active-learning/adaptive strategies, where the active-learning function is used to select 
the best point to enrich the model sequentially.  

In adaptive Kriging-based RBDO methods, the model can be constructed using two of the following 
strategies: the global modeling strategy (Li et al., 2022b; Xiao et al., 2020) and the local modeling strategy (Li et 
al., 2022a; X. Zhang et al., 2021b). The global modeling strategy aims to approximate the limit-state function in 
the global design domain. Once the Kriging model reaches a certain level of accuracy, the optimization is then 
done using the constructed Kriging model. On the other hand, the local modeling strategy focuses only on the local 
region. In this strategy, the samples near the optimization result of each iteration are considered as candidate 
samples to enrich the Kriging model. This process of design optimization and model updating is done sequentially 
until the optimal solution converges.  

While significant progress has been made in Kriging-based RBDO methods, several challenges still 
remain. For instance, the local modeling strategy is generally more efficient in terms of limit-state function 
evaluations, but it requires design optimization at every iteration. Although Kriging model evaluation is cheap, it 
is not completely free and when paired with classical gradient-based optimization, it may still incur a high 

computational cost or yield an unsatisfactory result. For this reason, a new RBDO framework called Metaheuristic-
optimized Local Adaptive Kriging (Meta-LAK) that combines metaheuristic optimization with adaptive Kriging 
is proposed. The framework relies on the cooperation between the two methods to reduce the computation demand 
of the local modelling strategy. By utilizing this framework, it is possible to accelerate the optimization process 
by making use of the information gained from the Kriging model to avoid the need for evaluating every design. 
The efficiency of the construction of Kriging model is also improved from this interaction, as it restricts the 
available candidate samples based on the optimum design. 
 
2. METHOD 

In the proposed Meta-LAK, there are two main components in the framework: the reliability estimation 
using Adaptive Kriging method and the optimization using metaheuristic method. The metaheuristic guides the 
search throughout the design space to find the optimal design based on the current Kriging model. Then, adaptive 
Kriging tries to improve the prediction accuracy by enriching the Kriging model centered around the optimum 
solution. The framework will stop once convergence of the optimum solution is achieved.    
 
2.1  Probability of Failure Estimation 

In this paper, all non-normal and correlated variables are mapped into the standard normal space for the 
calculation of reliability analysis. In order to improve the efficiency of the framework, an efficient and robust 
reliability analysis technique called Radial-Based Important Sampling (RBIS) is used (Xiong & Tan, 2018). It 
aims to reduce the number of samples needed for Monte-Carlo Sampling (MCS) by excluding the samples within 
the safe hypersphere. The probability of failure (Pf) can be estimated by: 

𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓 = 𝑃𝑃𝑃𝑃(𝑔𝑔𝑔𝑔(𝐗𝐗𝐗𝐗) ≤ 0 | 𝛽𝛽𝛽𝛽 > 0) × 𝑃𝑃𝑃𝑃( 𝛽𝛽𝛽𝛽 > 0) (2) 
𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓 = 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

𝑛𝑛𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑓𝑓𝑓𝑓𝑟𝑟𝑟𝑟� (1 − χ𝑛𝑛𝑛𝑛2( 𝛽𝛽𝛽𝛽2)) (3) 
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the problem, 𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  denote the number of failure samples, and 𝑛𝑛𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑓𝑓𝑓𝑓𝑟𝑟𝑟𝑟  is the total samples outside the safe 
hypersphere. Since the safe hypersphere carries a large portion of the probability density, it can reduce the number 
of evaluations significantly. An example of the safe hypersphere is illustrated in Figure 1. 
 

 
 

Figure 1. Illustration of the safe hypersphere in a standard normal space 
 

Using Equation (3) and the target probability of failure, the maximum radius of the safe hypersphere that 
should be considered can be calculated by: 

𝛽𝛽𝛽𝛽𝑚𝑚𝑚𝑚𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚 = �χ𝑛𝑛𝑛𝑛2
−1(1 − 𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡) 

(4) 

Any failure samples found outside 𝛽𝛽𝛽𝛽𝑚𝑚𝑚𝑚𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚  will result in a probability of failure less than the target 
probability of failure and thus can be ignored. To identify the safe hypersphere, the MPP needs to be determined, 

Failure Domain 

Safe Domain 
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which is defined as the closest point on the limit-state function to the origin. There are a few ways of obtaining the 
MPP, in this study, the radius is divided into multiple segments and the search is conducted from the outer radius 
(𝛽𝛽𝛽𝛽𝑚𝑚𝑚𝑚𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚) inward. Once no failure samples are found in a segment, the failure point closest to the origin point is 
accepted as the MPP. Once the MPP is found any MCS samples that are within the safe hyperball can be ignored, 
and the Pf can be calculated using Equation (3). On the other hand, if there are no failure samples in the first 
segment, then it can be concluded that the Pf must be lesser than the target.  
 
2.2  Active-learning Function 

The effectivity of an adaptive Kriging model depends on its ability to improve its predictive capability. 
learning function is an indicator that quantifies the amount of information that a candidate sample would bring if 
it is incorporated into the Kriging model. One of the most popular learning functions used in adaptive Kriging is 
the U-function (Echard et al., 2011): 

𝑈𝑈𝑈𝑈 = |𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺�|/𝜎𝜎𝜎𝜎𝐺𝐺𝐺𝐺�  (5) 
where 𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺�  and 𝜎𝜎𝜎𝜎𝐺𝐺𝐺𝐺�  is the mean and standard deviation of the Kriging predictor respectively. The U-function 
indicates the risk of misclassifying the state of failure of the prediction. The closer 𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺�  to zero and the larger 𝜎𝜎𝜎𝜎𝐺𝐺𝐺𝐺�  
will make the U smaller implying more risk of mistakes. Thus, the best point to be added to the model is the sample 
with the minimum U value. Once the minimum U value is greater or equal to 2, the model is assumed to be good 
enough to represent the limit state function.  

However, it is shown that value-based stopping conditions have been proven to be too conservative in 
most cases (Moustapha et al., 2022). Therefore, a new stopping condition based on the confidence interval of 𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓 
is proposed, which is formulated as: 

𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓 − 𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓

≤ 𝜀𝜀𝜀𝜀𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏 
(6) 

𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓 = 𝐼𝐼𝐼𝐼(𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺� ≤ 0)
𝑛𝑛𝑛𝑛𝑟𝑟𝑟𝑟𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑟𝑟𝑟𝑟� (1 − χ𝑛𝑛𝑛𝑛2( 𝛽𝛽𝛽𝛽2)) (7) 

𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝐼𝐼𝐼𝐼(𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺� + 2𝜎𝜎𝜎𝜎𝐺𝐺𝐺𝐺� ≤ 0)
𝑛𝑛𝑛𝑛𝑟𝑟𝑟𝑟𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑟𝑟𝑟𝑟� (1 − χ𝑛𝑛𝑛𝑛2( 𝛽𝛽𝛽𝛽2) (8) 

where 𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 is the probability of failure using the limit state 𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺� + 2𝜎𝜎𝜎𝜎𝐺𝐺𝐺𝐺� , 𝜀𝜀𝜀𝜀𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏 is the convergence threshold for 
the confidence interval, and 𝐼𝐼𝐼𝐼(∙) is an indicator function. In Equation (6), the 𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑓𝑓 is not used, because in RBIS 
the sample within the hyperball is not evaluated and therefore cannot be calculated. 
 
2.3  Cooperation between Metaheuristic Algorithm and Adaptive Kriging 

In a conventional Kriging-based RBDO method, a traditional gradient-based method, i.e. Sequential 
Quadratic Programming (SQP), is typically employed in conjunction with a Kriging model to determine the 
optimal design, disregarding the computational expense involved. Although Kriging is cheap to compute, it is not 
completely free, necessitating a more efficient optimization method. Therefore metaheuristic method which has 
been proven to be superior to the traditional gradient-based approaches is considered (Azizi et al., 2023). 
Metaheuristic can be defined as an iterative method that employs various strategies to efficiently explore and 
exploit the search space in order to attain a near-optimal solution. This study applies a robust and powerful 
metaheuristic algorithm called Symbiotic Organisms Search (SOS) (Cheng & Prayogo, 2014). The method 
employs a strategy that mimics the interaction between organisms in an ecosystem to achieve the optimal solution. 
One other benefit of SOS, in contrast to the majority of metaheuristic algorithms, is that it does not necessitate the 
use of tuning parameters. 

In the present study, the SOS algorithm’s efficiency is further enhanced by incorporating the information 
from the Kriging model. By determining the maximum considered radius (𝛽𝛽𝛽𝛽𝑚𝑚𝑚𝑚𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚) from the target probability of 
failure, the SOS avoids evaluating design points with 𝛽𝛽𝛽𝛽  exceeding it, indicating Pf smaller than the target. 
Similarly, design points with origin residing in the failure domain are also excluded from the evaluation, as they 
would result in high Pf regardless. As a result, the reliability analysis is only performed when needed, reducing the 
amount of workload required for optimization.  

 
2.4  Meta-LAK Framework 

The flowchart of the proposed framework is shown in Figure 2. The detailed steps are as follows: 
1. Generate the initial training samples: Latin Hypercube Sampling (LHS) is used to uniformly generate the N0 

training samples/design of experiment (DoE) over the design space [dL
, dU].  

2. Construct the Kriging model for each constraint: Ordinary Kriging model with Gaussian correlation function 
from the DACE toolbox (Lophaven et al., 2002) is adopted in the framework. 

3. Design optimization with SOS: The reliability assessment of the RBDO is done using the RBIS method with 
the constructed Kriging model as a substitute limit state function. When calculating the probability of failure, 
SOS uses information from the Kriging model to avoid unnecessary calculations, as explained in Section 2.3.  
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which is defined as the closest point on the limit-state function to the origin. There are a few ways of obtaining the 
MPP, in this study, the radius is divided into multiple segments and the search is conducted from the outer radius 
(𝛽𝛽𝛽𝛽𝑚𝑚𝑚𝑚𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚) inward. Once no failure samples are found in a segment, the failure point closest to the origin point is 
accepted as the MPP. Once the MPP is found any MCS samples that are within the safe hyperball can be ignored, 
and the Pf can be calculated using Equation (3). On the other hand, if there are no failure samples in the first 
segment, then it can be concluded that the Pf must be lesser than the target.  
 
2.2  Active-learning Function 

The effectivity of an adaptive Kriging model depends on its ability to improve its predictive capability. 
learning function is an indicator that quantifies the amount of information that a candidate sample would bring if 
it is incorporated into the Kriging model. One of the most popular learning functions used in adaptive Kriging is 
the U-function (Echard et al., 2011): 
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where 𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺�  and 𝜎𝜎𝜎𝜎𝐺𝐺𝐺𝐺�  is the mean and standard deviation of the Kriging predictor respectively. The U-function 
indicates the risk of misclassifying the state of failure of the prediction. The closer 𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺�  to zero and the larger 𝜎𝜎𝜎𝜎𝐺𝐺𝐺𝐺�  
will make the U smaller implying more risk of mistakes. Thus, the best point to be added to the model is the sample 
with the minimum U value. Once the minimum U value is greater or equal to 2, the model is assumed to be good 
enough to represent the limit state function.  

However, it is shown that value-based stopping conditions have been proven to be too conservative in 
most cases (Moustapha et al., 2022). Therefore, a new stopping condition based on the confidence interval of 𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓 
is proposed, which is formulated as: 

𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓 − 𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
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≤ 𝜀𝜀𝜀𝜀𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏 
(6) 

𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓 = 𝐼𝐼𝐼𝐼(𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺� ≤ 0)
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𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝐼𝐼𝐼𝐼(𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺� + 2𝜎𝜎𝜎𝜎𝐺𝐺𝐺𝐺� ≤ 0)
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where 𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 is the probability of failure using the limit state 𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺� + 2𝜎𝜎𝜎𝜎𝐺𝐺𝐺𝐺� , 𝜀𝜀𝜀𝜀𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏 is the convergence threshold for 
the confidence interval, and 𝐼𝐼𝐼𝐼(∙) is an indicator function. In Equation (6), the 𝑃𝑃𝑃𝑃�𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏𝑓𝑓𝑓𝑓 is not used, because in RBIS 
the sample within the hyperball is not evaluated and therefore cannot be calculated. 
 
2.3  Cooperation between Metaheuristic Algorithm and Adaptive Kriging 

In a conventional Kriging-based RBDO method, a traditional gradient-based method, i.e. Sequential 
Quadratic Programming (SQP), is typically employed in conjunction with a Kriging model to determine the 
optimal design, disregarding the computational expense involved. Although Kriging is cheap to compute, it is not 
completely free, necessitating a more efficient optimization method. Therefore metaheuristic method which has 
been proven to be superior to the traditional gradient-based approaches is considered (Azizi et al., 2023). 
Metaheuristic can be defined as an iterative method that employs various strategies to efficiently explore and 
exploit the search space in order to attain a near-optimal solution. This study applies a robust and powerful 
metaheuristic algorithm called Symbiotic Organisms Search (SOS) (Cheng & Prayogo, 2014). The method 
employs a strategy that mimics the interaction between organisms in an ecosystem to achieve the optimal solution. 
One other benefit of SOS, in contrast to the majority of metaheuristic algorithms, is that it does not necessitate the 
use of tuning parameters. 

In the present study, the SOS algorithm’s efficiency is further enhanced by incorporating the information 
from the Kriging model. By determining the maximum considered radius (𝛽𝛽𝛽𝛽𝑚𝑚𝑚𝑚𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚) from the target probability of 
failure, the SOS avoids evaluating design points with 𝛽𝛽𝛽𝛽  exceeding it, indicating Pf smaller than the target. 
Similarly, design points with origin residing in the failure domain are also excluded from the evaluation, as they 
would result in high Pf regardless. As a result, the reliability analysis is only performed when needed, reducing the 
amount of workload required for optimization.  

 
2.4  Meta-LAK Framework 

The flowchart of the proposed framework is shown in Figure 2. The detailed steps are as follows: 
1. Generate the initial training samples: Latin Hypercube Sampling (LHS) is used to uniformly generate the N0 

training samples/design of experiment (DoE) over the design space [dL
, dU].  

2. Construct the Kriging model for each constraint: Ordinary Kriging model with Gaussian correlation function 
from the DACE toolbox (Lophaven et al., 2002) is adopted in the framework. 

3. Design optimization with SOS: The reliability assessment of the RBDO is done using the RBIS method with 
the constructed Kriging model as a substitute limit state function. When calculating the probability of failure, 
SOS uses information from the Kriging model to avoid unnecessary calculations, as explained in Section 2.3.  

4. Find MPP for the current optimal design: Once the optimal solution for the current Kriging model is found, 
the reliability assessment is improved for each limit-state function/constraint in the problem. The MPP needs 
to be identified, to prepare the RBIS samples which are used in the learning process. The samples are 
generated by filtering out nmcs MCS samples inside the safe hypersphere. The nmcs can be determined by using 
the target probability of failure (𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡) and coefficient of variation (CoV) (Echard et al., 2011): 

𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =
(1 − 𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡)
𝑃𝑃𝑃𝑃𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2

 
(9) 

In this study, CoV of 0.05 is deemed to be acceptable. 
5. Calculate the learning function for RBIS samples: Equation (5) is used to pick the best sample to enrich the 

Kriging model. 
6. Check for learning stopping condition: The learning phase is stopped when the value or convergence 

threshold introduced in Section 2.2 is fulfilled. If none of the conditions is met, the chosen sample in Step 5 
is incorporated into the Kriging model. 

7. Check for convergence of β: Due to the improvement made to the Kriging model, the radius of the safe 
hyperball (β) may shift. As a result, the convergence of β needs to be checked before advancing to the next 
step. The convergence is calculated using the current and previous radius: 

�𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗 − 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗−1�
𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗

≤ 𝜀𝜀𝜀𝜀𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 
(10) 

 where 𝜀𝜀𝜀𝜀𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is the convergence threshold for β. If the convergence is not reached, the method will return to 
Step 4 to adjust the safe hyperball. 

8. Check for convergence of optimal design: Similarly, the optimal design may change so the convergence 
needs to be checked. The convergence can be obtained by comparing the current and previous designs: 

�𝒅𝒅𝒅𝒅𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐
𝑘𝑘𝑘𝑘 − 𝒅𝒅𝒅𝒅𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐

𝑘𝑘𝑘𝑘−1�

�𝒅𝒅𝒅𝒅𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐
𝑘𝑘𝑘𝑘�

≤ 𝜀𝜀𝜀𝜀𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛  
(11) 

where 𝜀𝜀𝜀𝜀𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛  denotes the convergence threshold for optimal design. If the current optimal design has 
converged, the method is terminated. 

 

 
 

Figure 2. The Meta-LAK Framework 
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3. CASE STUDY 
The parameter for Meta-LAK is set as follows. N0 is set to 5×dim which scale with the dimension of the 

problem (dim). The convergence thresholds (𝜀𝜀𝜀𝜀𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑏𝑏𝑏𝑏, 𝜀𝜀𝜀𝜀𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, and 𝜀𝜀𝜀𝜀𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛) are all set as 0.01. For the SOS algorithm, 
the population size and number of generations are set to 15 and 30, respectively. These parameter settings have 
been chosen according to preliminary results to optimize the performance of Meta-LAK. In order to verify the 
performance of the proposed Meta-LAK, the result is compared to other state-of-the-art Kriging-based RBDO 
methods such as: MCFPS (Li et al., 2022a), LAKAM-SLS (Yang et al., 2022), KSLA (Zhang et al., 2021a), RIFA-
ADK (Zhang et al., 2021b). In order to showcase the robustness of Meta-LAK, the experiment is conducted 10 
times of which the average value is shown in the result. 
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The RBDO solution obtained by the proposed Meta-LAK is illustrated in Figure 3. Comparative results 
are shown in Table 1. The Meta-LAK can obtain optimal solutions within the target probability of failure while 
achieving a superior average total number of samples (Nstotal) compared to the other methods. While LAKAM-
SLS1 and LAKAM-SLS2 are more efficient, they produce inaccurate solutions that violate the reliability constraint. 
In addition to improving the efficiency of the number of samples, the proposed method can reduce the average 
computation time from 127.498 s to 26.997 s without any significant accuracy loss, thanks to the cooperation 
strategy between the two components: Adaptive Kriging method and Symbiotic Organisms Search. 
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Table 1. Comparative results of Kriging-based RBDO methods 
Methods Optimal Solution Ns1 Ns2 Nstotal Pf1 Pf2 
Analytical 1.3258 (2.8421, 3.2320) - - - 2.270E-02 0 
MCFPS 1.3256 (2.8426, 3.2316) 28.2 10 38.2 2.272E-02 0 
LAKAM-SLS1 1.3039 (2.8149, 3.2786) 17 7 24 3.208E-02 0 
LAKAM-SLS2 1.3038 (2.8160, 3.2773) 14 7 21 3.181E-02 0 
KSLA 1.3047 (2.8088, 3.2855) 18 18 36 3.363E-02 0 
RIFA-ADK 1.3282 (2.8414, 3.2312) 50 12 62 2.223E-02 0 
Meta-LAK 1.3258 (2.8367, 3.2382) 24.2 10.1 34.3 2.265E-02 0 

 
The second case study is a short-column design problem (Jiang et al., 2017). The column is loaded with 

a compressive force (F), and bending moments (M1 & M2) with an allowed yielding stress (fy). The objective is to 
find the optimal design of depth (h) and width (b) that fulfills the constraints formulated below: 

Find 𝒅𝒅𝒅𝒅𝑿𝑿𝑿𝑿 = [𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟 ,𝑑𝑑𝑑𝑑ℎ]𝑇𝑇𝑇𝑇 
Min 𝑓𝑓𝑓𝑓(𝒅𝒅𝒅𝒅𝑿𝑿𝑿𝑿) = 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟 × 𝑑𝑑𝑑𝑑ℎ 

s. t.𝑃𝑃𝑃𝑃(𝑔𝑔𝑔𝑔𝑐𝑐𝑐𝑐(𝐗𝐗𝐗𝐗) ≤ 0) ≤  0.135% 

𝑔𝑔𝑔𝑔1(𝐗𝐗𝐗𝐗) = 1 − (
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𝑏𝑏𝑏𝑏ℎ2𝑓𝑓𝑓𝑓𝑦𝑦𝑦𝑦
+

4𝑀𝑀𝑀𝑀2

𝑏𝑏𝑏𝑏2ℎ𝑓𝑓𝑓𝑓𝑦𝑦𝑦𝑦
+

𝐹𝐹𝐹𝐹2

(𝑏𝑏𝑏𝑏ℎ𝑓𝑓𝑓𝑓𝑦𝑦𝑦𝑦)2
) 

𝑔𝑔𝑔𝑔2(𝐗𝐗𝐗𝐗) =
𝑏𝑏𝑏𝑏
ℎ
− 0.5 

𝑔𝑔𝑔𝑔2(𝐗𝐗𝐗𝐗) = 2 −
𝑏𝑏𝑏𝑏
ℎ

 
𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟 ,𝑑𝑑𝑑𝑑ℎ ≥ 0 

(13) 

where: 𝑏𝑏𝑏𝑏 ~ 𝑁𝑁𝑁𝑁(𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟 , 0.05) 𝑚𝑚𝑚𝑚, ℎ ~ 𝑁𝑁𝑁𝑁(𝑑𝑑𝑑𝑑ℎ, 0.05) 𝑚𝑚𝑚𝑚, F = 2500 kN, M1 =250 kNm, M2 =125 kNm, fy =40 
MPa. The framework demonstrated remarkable efficiency in solving the RBDO problem by finding the optimal 
design (0.4270, 0.5174) using only 42, 29, and 16 samples for each limit-state function respectively, which is 
shown in Figure 4. In contrast, traditional methods would necessitate evaluating millions of samples at each 
potential candidate point to attain a similar result. 

 

 
 

Figure 4. RBDO solution of short-column design by Meta-LAK 
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4. CONCLUSION 
This paper presents a new RBDO framework called Meta-LAK. The framework combines Metaheuristic 

and an adaptive Kriging method to solve the RBDO problem effectively. The information from Kriging allows for 
efficient search from SOS, and Kriging enrichment can be limited to candidate samples within proximity of the 
optimal sample. Using an efficient sampling technique, the method can obtain the solution efficiently while 
maintaining a high level of accuracy. The effectiveness of the proposed method is demonstrated through the case 
studies. The first case study reveals that the proposed framework consistently generates reliable approximation 
with fewer samples than previous Kriging-based methods. The subsequent case study serves as a demonstration 
of the framework’s applicability to real-world civil engineering problem. However, one of the drawbacks of the 
proposed framework is that by using RBIS, the framework may encounter challenges in dealing with high 
dimensional problems. In future studies, the framework can be improved further in this direction. 
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Abstract: Chatbot technology based on a large language model is expected to have a great impact on most 
industries including the construction industry. This paper examines the potential implications of the current state-
of-the-art of large language models such as ChatGPT for the construction domain. Based on a literature review 
and the authors’ experience using ChatGPT for different tasks, we provide our analysis and conjecture on the 
potential applications, opportunities, risks, and limitations of ChatGPT in the construction domain. We argue that 
ChatGPT can offer valuable information, insights and solutions for challenges and problems the construction 
industry is facing, as well as foster creativity, communication and collaboration among civil engineers. We also 
acknowledge some challenges and risks that ChatGPT entails, such as ethical, legal issues, and the problems of 
data quality. We conclude with recommendations on how to leverage ChatGPT for the construction domain. 
 
Keywords: Chatbot, ChatGPT, Large Language Model, Natural Language Processing, Impact of Chatbot 
Technology in Construction. 
 
1. INTRODUCTION 

Natural language processing (NLP) is a branch of artificial intelligence that deals with natural language 
texts (Brown et al. 2020; Radford et al. 2019). NLP can help achieve smart construction by extracting useful 
information and insights from various text data sources. There has been a growing trend of research on applying 
NLP techniques in the construction domain. Recent studies (Salama and El-Gohary 2016; Wang et al. 2022; Yan 
et al. 2022) adopted four main types of NLP techniques for smart construction: text classification, text clustering, 
information extraction, and information retrieval.  

Large language models (LLMs) are originated from NLP that can generate natural and coherent texts on 
various topics and domains (Radford et al. 2019). LLMs have been advancing rapidly in recent years, thanks to 
the availability of large-scale data and computational resources, as well as the development of novel architectures 
and algorithms. LLMs have shown remarkable performance in various natural language processing tasks, such as 
machine translation, text summarization, and question answering. LLMs can potentially assist engineers in the 
Architecture, Engineering, and Construction (AEC) industry in solving various problems by providing useful 
information, insights and solutions, as well as enhancing their productivity, and communication skills. 

One of the most prominent examples of LLMs is ChatGPT. ChatGPT is a conversation chatbot that was 
released by OpenAI in 2022. ChatGPT is based on GPT-3.5, a deep neural network with 175 billion parameters 
that can generate texts on any given prompt or context (Hughes 2023). ChatGPT can produce natural and logical 
texts on various topics, ranging from casual conversations to technical reports. Despite the short time from its 
launch, ChatGPT has been widely used by more than 100 millions of active users for various purposes, such as 
entertainment, education, research and business. The recent study indicates that approximately 80% of the U.S. 
workforce answered that their work tasks will be affected by the introduction of ChatGPT (Eloundou et al. 2023). 
Therefore, the introduction of ChatGPT would also have a great impact on the construction industry where about 
7.5 million people are employed (BLS 2022) 

However, despite the popularity of ChatGPT, there is a lack of investigation on its impact on the 
construction domain. How can ChatGPT be used effectively and responsibly for construction engineering tasks? 
What are the opportunities and limitations of ChatGPT? What are the risks that ChatGPT poses for the construction 
domain? These are some of the questions that need to be answered to understand and leverage ChatGPT for 
researchers and practitioners in this domain. 

Therefore, the main objective of this paper is to investigate the opportunities, limitations and risks of 
ChatGPT for academia and industry in the construction domain. To achieve this, we conducted a literature review 
and an empirical study based on our experience using ChatGPT for potential application areas related to 
construction engineering and management. The main contributions of this paper are: (1) We provide an overview 
of the current state-of-the-art of LLMs such as ChatGPT and their implications for the construction domain. (2) 
We present our analysis and conjecture on the potential applications, opportunities, risks and limitations of 
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Abstract: Chatbot technology based on a large language model is expected to have a great impact on most 
industries including the construction industry. This paper examines the potential implications of the current state-
of-the-art of large language models such as ChatGPT for the construction domain. Based on a literature review 
and the authors’ experience using ChatGPT for different tasks, we provide our analysis and conjecture on the 
potential applications, opportunities, risks, and limitations of ChatGPT in the construction domain. We argue that 
ChatGPT can offer valuable information, insights and solutions for challenges and problems the construction 
industry is facing, as well as foster creativity, communication and collaboration among civil engineers. We also 
acknowledge some challenges and risks that ChatGPT entails, such as ethical, legal issues, and the problems of 
data quality. We conclude with recommendations on how to leverage ChatGPT for the construction domain. 
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1. INTRODUCTION 

Natural language processing (NLP) is a branch of artificial intelligence that deals with natural language 
texts (Brown et al. 2020; Radford et al. 2019). NLP can help achieve smart construction by extracting useful 
information and insights from various text data sources. There has been a growing trend of research on applying 
NLP techniques in the construction domain. Recent studies (Salama and El-Gohary 2016; Wang et al. 2022; Yan 
et al. 2022) adopted four main types of NLP techniques for smart construction: text classification, text clustering, 
information extraction, and information retrieval.  

Large language models (LLMs) are originated from NLP that can generate natural and coherent texts on 
various topics and domains (Radford et al. 2019). LLMs have been advancing rapidly in recent years, thanks to 
the availability of large-scale data and computational resources, as well as the development of novel architectures 
and algorithms. LLMs have shown remarkable performance in various natural language processing tasks, such as 
machine translation, text summarization, and question answering. LLMs can potentially assist engineers in the 
Architecture, Engineering, and Construction (AEC) industry in solving various problems by providing useful 
information, insights and solutions, as well as enhancing their productivity, and communication skills. 

One of the most prominent examples of LLMs is ChatGPT. ChatGPT is a conversation chatbot that was 
released by OpenAI in 2022. ChatGPT is based on GPT-3.5, a deep neural network with 175 billion parameters 
that can generate texts on any given prompt or context (Hughes 2023). ChatGPT can produce natural and logical 
texts on various topics, ranging from casual conversations to technical reports. Despite the short time from its 
launch, ChatGPT has been widely used by more than 100 millions of active users for various purposes, such as 
entertainment, education, research and business. The recent study indicates that approximately 80% of the U.S. 
workforce answered that their work tasks will be affected by the introduction of ChatGPT (Eloundou et al. 2023). 
Therefore, the introduction of ChatGPT would also have a great impact on the construction industry where about 
7.5 million people are employed (BLS 2022) 

However, despite the popularity of ChatGPT, there is a lack of investigation on its impact on the 
construction domain. How can ChatGPT be used effectively and responsibly for construction engineering tasks? 
What are the opportunities and limitations of ChatGPT? What are the risks that ChatGPT poses for the construction 
domain? These are some of the questions that need to be answered to understand and leverage ChatGPT for 
researchers and practitioners in this domain. 

Therefore, the main objective of this paper is to investigate the opportunities, limitations and risks of 
ChatGPT for academia and industry in the construction domain. To achieve this, we conducted a literature review 
and an empirical study based on our experience using ChatGPT for potential application areas related to 
construction engineering and management. The main contributions of this paper are: (1) We provide an overview 
of the current state-of-the-art of LLMs such as ChatGPT and their implications for the construction domain. (2) 
We present our analysis and conjecture on the potential applications, opportunities, risks and limitations of 

ChatGPT in the construction domain based on a literature review and our experience using ChatGPT. (3) We offer 
some recommendations for both academia and industry on how to leverage ChatGPT effectively and responsibly 
for the construction domain. 
 
2. EMERGENCE OF LARGE LANGUAGE MODEL 

The development of LLMs can be traced back to the emergence of recurrent neural networks (RNNs) and 
long short-term memory (LSTM) units. These models were able to capture long-term dependencies and sequential 
patterns in natural language texts. However, they also suffered from some limitations, such as gradient vanishing 
or exploding problems, difficulty in parallelization, and high computational cost. 

A breakthrough was achieved by Transformer models proposed by (Vaswani et al. 2017). Transformer 
models replaced RNNs with attention modules that allowed the model to focus on relevant parts of the input-output 
sequences. Transformer models also enabled parallelization by using self-attention layers that computed pairwise 
interactions between all tokens in a sequence, increasing scalability. Transformer models achieved state-of-the-art 
performances on various natural language processing tasks (Amer et al. 2021; Ko et al. 2021; Lee et al. 2023; Wu 
et al. 2021). 

Another milestone was reached by BERT (Bidirectional Encoder Representations from Transformers) 
presented by Devlin et al. (2019). BERT is a pre-trained Transformer model that captures bidirectional contextual 
representations from a large corpus of unlabeled text data. BERT can be fine-tuned with a small amount of 
additional training data and achieved new records on several benchmarks. Since then, many variants of BERT 
have been proposed, such as RoBERTa (Liu et al. 2019), ALBERT (Lan et al. 2020), ELECTRA (Clark et al. 
2020), demonstrating that better performance of BERT can be achieved by using larger datasets, longer training 
time, different pre-training objectives or architectures. 

In 2019-2020, the trend shifted towards building larger and larger Transformer models with a huge number 
of parameters and text data. Well-known examples of such LLMs include GPT-2 (Radford et al., 2019), T5 (Raffel 
et al. 2020), GPT-3 (Brown et al. 2020). These models demonstrated impressive capabilities of generating fluent 
and diverse texts on various topics. They also showed remarkable generalization and transfer learning abilities on 
various tasks without fine-tuning or with few-shot learning. 

ChatGPT is one of these LLMs based on GPT-3 architecture, which consists of a stack of decoder-only 
Transformer layers with self-attention. ChatGPT is trained on a large corpus of text data collected from various 
sources from social media, webpages, and electronic books. ChatGPT can generate responses for different types 
of dialogues, and also adapt to different styles and tones based on the context and user preferences. 

 
3. NLP IN THE CONSTRUCTION DOMAIN  

In the construction domain, NLP has gained significant attention in recent years due to its potential to 
improve efficiency, reduce costs, and enhance decision-making in many tasks, including automated document 
summarization, information extraction, and question-answering systems. For example, Padhy et al. (2021) 
developed an NLP-based system that can extract critical information from construction contracts, including project 
scope, schedule, and budget. Another NLP application in the construction domain is automated document 
summarization. Sun et al. (2020) developed a summarization algorithm that can extract the essential information 
from construction progress reports and summarize it into a few sentences. Kim et al. (2022) developed a question-
answering system that can answer questions about infrastructure damage information based on data extracted from 
earthquake related textual data. NLP has also been used in construction safety management applications. Tixier et 
al. (2016) adopted NLP for classifying construction safety reports. The developed system was able to classify 
reported safety issues into different categories, such as near-misses, injuries, and accidents. Kim and Chi (2019) 
utilized NLP to identify safety hazards in the safety inspection reports. Another study analyzed construction 
workers’ safety perception using NLP. 

Although NLP has shown promising results in previous studies, the potential impact of chatbots, powered 
by Large Language Models (LLMs), in innovating a wide range of construction engineering and management 
tasks is yet to be explored.  Exploring the potential of chatbots based on LLMs would benefit the reader in 
transforming various aspects of construction engineering and management tasks.  

 
4. CAPABILITIES OF ChatGPT 

ChatGPT can be used to search information related to a variety of construction tasks. This process is 
typically conducted by sequential prompting, illustrated in Table 1. We asked ChatGPT two sequential questions 
to obtain the information about OSHA standards for fall protection in construction sites. In the first question, 
ChatGPT gave some general information about OSHA standards for fall protection as well as a detailed part 
number (29 CFR 1926 Subpart M.). In the second question, ChatGPT provided specific standards about safety net 
systems. As shown in the answers, ChatGPT can provide domain-specific information and users can also ask more 
detailed information with additional questions. 
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To identify the quality and reliability of the ChatGPT’s answer, we compared the ChatGPT’s answer with 
the OSHA’s actual standards. Although ChatGPT’s answer included relevant information about Safety Net 
Systems, some details were omitted. For example, OSHA standards 1926.502(c)(7) (see Appendix) includes more 
detailed requirements about the maximum size of each mesh opening. However, ChatGPT selectively provided 
the information of that standard.  

To examine the importance of sequential conversation with ChatGPT, we asked the second question 
without the first question (see Question 2 and Answer 2 in Table 1). ChatGPT’s answer included more general 
information than the answer in the sequential conversation. Based on our experience, it’s advantageous to ask 
ChatGPT with specific and detailed prompts sequentially to help it generate accurate and relevant responses. 
Providing context for the prompt can also help ChatGPT better understand what a user is looking for and generate 
more accurate results. For generating desirable responses,  a user should write prompts multiple times to edit and 
revise the initial response of ChatGPT. 

 
Table 1. Example use of ChatGPT in searching construction safety related contents 

Question 1-1 What is the OSHA standard for fall protection in construction sites? 

Answer 1-1 The Occupational Safety and Health Administration (OSHA) has specific standards for fall 
protection in construction, which are outlined in 29 CFR 1926 Subpart M. The standard 
establishes requirements for fall protection systems, including: 

1. General Requirements: Employers must provide fall protection for employees 
working at heights of 6 feet or more above lower levels. 

2. … 
The OSHA standard also outlines requirements for training, inspection, and maintenance of 
fall protection systems. Employers must ensure that … 

Question 1-2 What are the OSHA's specific standards for the installation of safety net systems for fall 
protection? 

Answer 1-2 OSHA standards for the installation of safety net systems for fall protection are outlined in 29 
CFR 1926.502(c). The specific standards include: 

1. Proper Installation: Safety net systems must be installed as close as practicable under 
the surface on which employees are working, but never more than 30 feet below the 
working surface. 

2. … 
It's important to note that safety nets are not a substitute for other types of fall protection, … 

Question 2 What are the OSHA's specific standards for the installation of safety net systems for fall 
protection? 

Answer 2 OSHA (Occupational Safety and Health Administration) has specific standards for the 
installation of safety net systems for fall protection under the Code of Federal Regulations, 29 
CFR 1926.502(c)(6). Here are some of the key requirements: 

1. Safety nets must be installed as close as possible beneath the working surface but no 
more than 30 feet below. 

2. … 
It's important to note that these are just some of the requirements for the installation of safety 
net systems for fall protection. … 

 
5. OPPORTUNITIES OF USING NLP TECHNOLOGY 

Utilizing chatbot technologies such as ChatGPT in the construction domain presents several opportunities 
for improving efficiency, particularly in the areas of information search, document proofreading, document 
summarization, and facilitating multilingual communication. Adopting chatbots based on LLMs would allow 
project stakeholders to expedite information retrieval from construction-related documents by processing large 
volumes of data and identifying relevant information quickly and accurately, thereby saving time and resources. 
Furthermore, chatbots can provide concise and informative summaries of lengthy or complex construction 
documents, enabling stakeholders to grasp essential information at a glance and make informed decisions more 
rapidly. Not only can project stakeholders retrieve information from large amounts of construction specifications 
without manual labeling of each specification (Kim et al. 2022a), but they can also check regulatory compliance 
using LLMs (Zhang and El-Gohary 2017). These advantages offered by NLP technologies have the potential to 
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5. OPPORTUNITIES OF USING NLP TECHNOLOGY 

Utilizing chatbot technologies such as ChatGPT in the construction domain presents several opportunities 
for improving efficiency, particularly in the areas of information search, document proofreading, document 
summarization, and facilitating multilingual communication. Adopting chatbots based on LLMs would allow 
project stakeholders to expedite information retrieval from construction-related documents by processing large 
volumes of data and identifying relevant information quickly and accurately, thereby saving time and resources. 
Furthermore, chatbots can provide concise and informative summaries of lengthy or complex construction 
documents, enabling stakeholders to grasp essential information at a glance and make informed decisions more 
rapidly. Not only can project stakeholders retrieve information from large amounts of construction specifications 
without manual labeling of each specification (Kim et al. 2022a), but they can also check regulatory compliance 
using LLMs (Zhang and El-Gohary 2017). These advantages offered by NLP technologies have the potential to 

streamline various construction processes, enhance communication, and ultimately contribute to greater overall 
project efficiency.  

 
6. RISKS & LIMITATIONS OF ChatGPT 

Several limitations of ChatGPT should be considered in the construction domain. First, while ChatGPT 
can process large volumes of data, it may not always deliver accurate or sufficiently detailed information, which 
could lead to misinformed decisions or safety hazards. Second, ChatGPT’s language comprehension, although 
sophisticated, may not fully understand complex construction-specific terminology or idioms, resulting in unclear 
or incorrect interpretations. Third, it lacks domain-specific expertise, which is crucial in addressing intricate 
construction challenges that often require human intuition and experience. Fourth, ChatGPT might inadvertently 
perpetuate biases present in its training data, leading to ethical concerns or the reinforcement of stereotypes within 
the industry. Fifth, data privacy concerns are critical, as sensitive project information could be exposed to 
unauthorized parties without proper encryption and access controls. Lastly, ChatGPT can suffer from hallucination 
issues when providing correct references or original document sources, resulting in misleading or entirely 
fabricated information, which could compromise the reliability of its output. 

 
7. RECOMMENDATIONS FOR USING CHATBOT TECHNOLOGY 

ChatGPT’s answers to the same questions could be different in each session. Thus, users are required to 
be equipped with prompting capabilities to effectively use ChatGPT. It would be beneficial for users to ensure the 
safety and legal compliance of information provided by ChatGPT. One could consider verifying the accuracy, 
reliability, and timeliness of responses to reflect changes in safety regulations, building codes, and zoning laws. It 
will be helpful to implement legal and safety compliance measures by adhering to relevant laws, regulations, and 
guidelines. Offering training to personnel on proper ChatGPT usage, including accessing information and 
validating chatbot responses, could be advantageous. Establishing authorities composed of construction experts 
would enable the training of LLMs with construction domain specific knowledge and providing feedback when 
an error or inaccurate information is reported. By adopting these suggestions, construction professionals might 
find it easier to utilize chatbot technology effectively while maintaining safety and legal compliance. 

 
8. POTENTIAL APPLICATIONS IN THE CONSTRUCTION DOMAIN 

Safety Training: ChatGPT can be a useful tool in safety training in the construction domain. It can be 
programmed to deliver safety protocols and guidelines in an interactive manner, making the learning process more 
engaging for workers. Its ability to understand and respond to natural language questions allows it to provide 
clarifications and additional information when required, ensuring that workers fully understand the safety measures 
in place. Moreover, ChatGPT can simulate various safety scenarios or situations, helping workers to better prepare 
for real-world situations. 

Contract Risk Analysis: The vast amount of data and the complexity of legal language used in contracts 
often make contract risk analysis a challenging task. ChatGPT can be utilized to simplify this process by analyzing 
the text in contracts and identifying areas of potential risk. It can be trained to understand legal terms and clauses, 
enabling it to provide concise summaries and highlight critical points that require attention. This could help 
construction firms mitigate potential legal and financial risks associated with contractual agreements. 

Project Report Generation: ChatGPT can automate the process of project report generation in the 
construction domain. By interpreting and organizing raw data from various sources like project management tools, 
site logs, and financial systems, it can generate comprehensive and accurate project reports. These reports can 
cover various aspects of a construction project including progress, budget, timelines, and issues encountered. By 
automating this process, construction firms can save time and resources, and ensure that stakeholders are kept 
well-informed about project status. 

Searching Information for Specific Operations, Guidelines, and Stipulations: In the construction 
industry, there’s a huge volume of information related to specific operations, guidelines, and stipulations that need 
to be adhered to. These may include regulatory guidelines, architectural standards, material specifications, and 
more. ChatGPT can be programmed to search and retrieve this information in real-time, saving workers from the 
time-consuming task of searching through multiple sources. By asking ChatGPT a question in natural language, 
workers can get the specific information they need, improving efficiency and compliance within the construction 
domain. 

 
9. SWOT ANALYSIS 

To summarize, this study conducted SWOT analysis to evaluate the application of LLM-based chatbot 
technology, as follows: 

Strength: 
 Knowledge representation and retrieval capabilities, enabling informative and accurate answers to 

user questions 
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 Potential to improve efficiency, reduce costs, and enhance decision-making in various applications, 
including automated document summarization, information extraction, and question-answering 
systems in the construction domain 

Weakness: 
 Dependency on large amounts of data for training, which can be difficult to obtain in certain 

specialized domains, such as construction engineering and management 
 Risk of providing inaccurate information due to the hallucination problem, which can lead to safety 

issues or legal problems if not properly validated 
Opportunity: 
 Potential to innovate traditional challenges that the construction industry faces, such as training new 

workers in different languages 
 Opportunity to enhance communication and collaboration between construction professionals, 

contractors, and clients 
Threat: 
 Ethical concerns, such as bias or discrimination in decision-making processes 
While the emergence of ChatGPT and its use in the construction engineering and management domain 

presents numerous strengths and opportunities, there are also weaknesses and threats that must be carefully 
considered and addressed to ensure safe and effective implementation. 

 
10. CONCLUSION 

ChatGPT has the potential to significantly impact construction engineering and management by 
streamlining various processes, enhancing communication, and improving overall project efficiency. Its 
capabilities in information search, document proofreading, document summarization, and facilitating multilingual 
communication can save time and resources, foster collaboration, and support informed decision-making among 
stakeholders. Furthermore, AI-powered chatbots can provide critical assistance in navigating the increasingly 
complex construction landscape, addressing challenges in project management, customer support, and the 
dissemination of vital information. 

However, caution must be exercised to avoid over-reliance on ChatGPT and to acknowledge its limitations, 
such as inaccuracies, miscommunication, lack of domain-specific expertise, and ethical concerns. To make the 
best use of this technology in the construction domain, potential applications and future studies could focus on 
enhancing the chatbot’s understanding of complex industry-specific terminology, improving multilingual 
communication capabilities. Additionally, research could explore the development of hybrid systems that combine 
AI-driven insights with human expertise, ensuring that human intuition and critical thinking remain integral to the 
construction engineering and management process. By addressing these limitations and building on its strengths, 
the construction industry can fully realize the potential of chatbot-based technology to improve efficiency, reduce 
costs, and enhance decision-making. 
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 Potential to improve efficiency, reduce costs, and enhance decision-making in various applications, 
including automated document summarization, information extraction, and question-answering 
systems in the construction domain 

Weakness: 
 Dependency on large amounts of data for training, which can be difficult to obtain in certain 

specialized domains, such as construction engineering and management 
 Risk of providing inaccurate information due to the hallucination problem, which can lead to safety 

issues or legal problems if not properly validated 
Opportunity: 
 Potential to innovate traditional challenges that the construction industry faces, such as training new 

workers in different languages 
 Opportunity to enhance communication and collaboration between construction professionals, 

contractors, and clients 
Threat: 
 Ethical concerns, such as bias or discrimination in decision-making processes 
While the emergence of ChatGPT and its use in the construction engineering and management domain 

presents numerous strengths and opportunities, there are also weaknesses and threats that must be carefully 
considered and addressed to ensure safe and effective implementation. 

 
10. CONCLUSION 

ChatGPT has the potential to significantly impact construction engineering and management by 
streamlining various processes, enhancing communication, and improving overall project efficiency. Its 
capabilities in information search, document proofreading, document summarization, and facilitating multilingual 
communication can save time and resources, foster collaboration, and support informed decision-making among 
stakeholders. Furthermore, AI-powered chatbots can provide critical assistance in navigating the increasingly 
complex construction landscape, addressing challenges in project management, customer support, and the 
dissemination of vital information. 

However, caution must be exercised to avoid over-reliance on ChatGPT and to acknowledge its limitations, 
such as inaccuracies, miscommunication, lack of domain-specific expertise, and ethical concerns. To make the 
best use of this technology in the construction domain, potential applications and future studies could focus on 
enhancing the chatbot’s understanding of complex industry-specific terminology, improving multilingual 
communication capabilities. Additionally, research could explore the development of hybrid systems that combine 
AI-driven insights with human expertise, ensuring that human intuition and critical thinking remain integral to the 
construction engineering and management process. By addressing these limitations and building on its strengths, 
the construction industry can fully realize the potential of chatbot-based technology to improve efficiency, reduce 
costs, and enhance decision-making. 
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Abstract: This paper proposes developing a method to automatically classify underwater structures quickly and 
accurately using point cloud deep learning methods and point cloud data acquired using a narrow multi-beam 
bathymetric surveyor attached to an autonomous unmanned robot. We propose using a point cloud deep learning 
method to determine the current state of the underwater environment. Deep learning of point clouds requires a 
large amount of training data; however, training data can be quickly generated by replacing existing 3D CAD 
models of underwater structures with point clouds. Furthermore, discriminators trained by replacing point clouds 
created from 3D CAD models exhibit low discrimination with measured point clouds.  

This presentation proposes a method that addresses these issues by collecting training data more efficiently 
and enhancing the accuracy of the correct answers. We applied the proposed method to measured underwater point 
cloud data to verify the effectiveness of the method.  
 
Keywords:  Point cloud, Deep learning, Underwater structure, Multi-beam echo-sounding, Classification 
 
1. INTRODUCTION 

Three-dimensional measurement devices have enabled the rapid development of point cloud measurement 
technology using acoustic equipment in underwater environments. This technology offers a new method of 
underwater inspection by acquiring wide-range, simple, safe, and high-resolution data using an autonomous 
surface vehicle (ASV) equipped with an acoustic depth sounder (Sugiyama et al., 2018). However, one of the 
challenges with underwater mapping data (Sawa & Oki, 2019) is that they are very large and have low readability 
owing to the lack of color information. Therefore, expert technicians are required to analyze them manually, which 
is time-consuming and error-prone. To address this challenge, this study aims to automatically and accurately 
classify underwater point cloud data by coloring them using a semantic segmentation model based on point cloud 
deep learning. We applied PointNet++ (Qi et al., 2017a), a state-of-the-art framework for land point cloud data, to 
underwater point cloud data.  

The dataset for point-cloud deep learning is not only very limited but also confined to land-based datasets, 
with no datasets targeting underwater. Therefore, it is necessary to create these datasets, and most of them are 
manually annotated from actual measurement data and cannot be automatically collected. Therefore, we propose 
a new method to generate point clouds from 3D CAD models of prefabricated underwater structures and use them 
as learning data.  

This paper presents the efficiency and accuracy of data collection. We evaluated the performance of our 
method by classifying underwater point cloud data using PointNet++ with the generated training data and 
comparing the accuracy results. Ultimately, we aimed to use the proposed method for debris surveys, but we 
adopted tetrapods as they are underwater and are common artificial objects. In addition, even with the limited use 
of tetrapods, rapid surveys, and disaster reports relying on human hands are required for scattered, moved, and 
damaged blocks in various disasters despite dangerous situations. In such situations, a breakthrough is expected 
by combining automatic navigation robots and AI during primary surveys. An accuracy of approximately 70% is 
considered sufficient in primary surveys.  
 
2. UNDERWATER POINT CLOUD DATA AND DATA ACQUISITION METHOD 
2.1 Equipment Used 

Underwater mapping data combine images, terrain, water quality, time, and other information with 
location coordinates acquired underwater. The most common way of acquiring these data is to use acoustic 
exploration devices such as side-scan sonar and multi-beam echo sounders on a ship. In this study, we use an ASV 
(see Figure-1) as a platform to acquire point cloud data with a multi-beam acoustic depth sounder (iWBMSh; 
Norbit) mounted on it. 
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Figure 1. ASV and multi-beam sonar specification 
 

2.2 Acquisition of Underwater Point Cloud Data 
The bottom surface of the water can be measured using direct and indirect methods. We used one of the 

indirect methods, that is, multi-beam depth measurement, using the Mills Cross method. This method emits fan-
shaped transmission beams from the sonar horizontally and receives them vertically with slits after they are 
reflected from the water bottom (Asada, 1999). Using this multi-beam depth sounder on an ASV, we can acquire 
point-cloud data without color information. Figure-2 illustrates an example of acquired point cloud data with only 
three-dimensional coordinate values. 
 

 
 

Figure 2. Example of data by multi-beam sonar  
 
3. OBJECT RECOGNITION BY DEEP LEARNING ON 3D POINT CLOUDS 
3.1 Deep Learning on 3d Point Clouds 

As mentioned earlier, a 3D point cloud is a set of points having 3D coordinates and forming a 3D model. 
However, a 3D point cloud is also an unordered collection of points with varying densities and unclear adjacency 
relationships. Therefore, although each point does not have meaning by itself, a 3D shape can be expressed through 
multiple adjacent points. The positional relationship between adjacent points is imperative in deep learning. 
Previously, image-based methods that convert 3D point clouds into images using specific methods and learn them 
using convolutional neural networks (CNNs) were common. However, converting 3D data into 2D data may result 
in the loss or distortion of detailed geometric and spatial information. Therefore, in recent years, 3D point-cloud-
based methods that directly input and learn 3D point clouds have become mainstream. 
 
3.2 About the Learning Model 

When performing 3D point cloud deep learning, it is necessary to consider the orderlessness of 
information, the relationship between points, and the invariance of movement. Therefore, conventionally, these 
properties were considered by voxelizing point clouds and treating each layer as an image using a 2D CNN 
approach. However, PointNet (Qi et al., 2017b) can directly take point cloud data as input without 2D conversion 
and consider these properties by applying an affine matrix to the input point cloud. PointNet has a problem that it 
cannot extract local features from 3D point clouds.  

PointNet++ (see Figure 3) is an improved version of PointNet proposed by Qi et al., which has a 
hierarchical network structure where features are extracted for each local region. The local feature extraction part 
consists of three layers: sampling layer, grouping layer, and PointNet layer. The sampling layer samples points 
from the inputted 3D point clouds, the grouping layer groups neighboring points around the sampled points, and 
the PointNet layer computes feature values from the extracted neighboring points. Through these processes, it can 
learn the local features of inputted 3D point clouds. In addition, PointNet++ includes two abstract layers to obtain 



40

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

multi-scale information according to point density to consider the local structure of inputted 3D point cloud data, 
which was an issue in PointNet. The first layer is a sampling layer, which performs sampling in distance space. 
We used the farthest point sampling (FPS) (Moenning et al., 2003) method to sample representative points at equal 
intervals from the inputted three-dimensional point clouds. Next, in the second grouping layer, we assigned the 
remaining three-dimensional point clouds that were not selected by FPS to the group with the closest representative 
point cloud among those selected by FPS. In PointNet++, there are two grouping methods: single-scale grouping 
(SSG), which groups at one distance, and multi-scale grouping (MSG) (Chen et al., 2021), which considers 
multiple distances. We adopted SSG because of its low computational cost. By recursively applying these two 
layers and PointNet, we aggregated multi-scale information and built a deep learning framework that considers 
the local structure of three-dimensional point clouds. As shown in Figure 3, the feature extraction part that 
aggregates information on the input data in PointNet++ is the same for both the class classification and semantic 
segmentation models. 

 

 
 

Figure 3. Network (PointNet++) (Qi et al., 2017a) 
 
4. EFFICIENT AND HIGH-QUALITY CREATION OF TRAINING DATA 

In this study, we used a supervised learning method to create datasets for point cloud deep learning models. 
We created training data and test data and used PointNet++ as a point cloud deep learning model to evaluate the 
learning results by classification and semantic segmentation. In the next section, we describe the method of 
creating training models, the method of acquiring test data, and the learning results. 
 
4.1 CAD Models 

Typical existing structures in water, such as rivers and coasts, include tetrapods and foot-protection blocks. 
These structures are prefabricated products; therefore, their shapes can be reproduced accurately. In this study, we 
created three-dimensional CAD models from two-dimensional drawings of foot protection blocks that are actually 
used on coasts. In addition, we created surface models because point cloud information only requires surface 
information and does not require internal information.  
 
4.2 Method of Creating Point Cloud Data 

We generated point clouds on the surface of the model created in the previous section and used them as 
training data. To generate point clouds, we used point cloud processing software (Cloud Compare), which allowed 
us to generate point clouds by specifying any number of points. The point cloud density was set separately by 
sampling and grouping in the feature extraction network described in the previous section. To use point cloud as 
training data, it is desirable to create training data similar to measured point cloud data. Therefore, we applied the 
following process to make the data as similar as possible:  
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(1) Processing of Point Cloud Data (Cutting Process) 
For training data in classification models, we used individual point cloud models created as shown in 

Figure 4. Underwater point cloud data contain several data blocks with missing parts owing to shadows or blind 
spots from the water surface due to its acquisition method. Therefore, we devised a way to improve the 
classification accuracy by cutting off part of the original training data. 

 

 
 

Figure 4. Cutting process  
 
(2) Rotation Process 

We applied rotation processing to the blocks processed in the previous section for data augmentation 
purposes. The rotation angle was set to rotate up to 360 °at 6° intervals for each of the X, Y, and Z axes with 
respect to each block so that it became 180 times per block. An example of the actual processed data is shown in 
Figure 5. 
 

 
 

Figure 5. Cutting process 
 

4.3 Creation of Training Dataset 
 In this study, we used the PointNet++ network to perform classification and semantic segmentation. 

However, it was necessary to prepare the training datasets for each task. Classification data can be reused to create 
training data for semantic segmentation. The details of each dataset are described in the following section.  
 
(1) Dataset for Classification 

The point cloud model created in the previous section was used as a training dataset for the classification 
task. Each model consisted of more than 5,000 points, which were controlled by a sampling-grouping layer within 
the feature extraction network. 

 
(2) Dataset for Segmentation 

The dataset for the semantic segmentation task was created by arbitrarily selecting and placing 
classification datasets based on rules. To create this dataset, we used three-dimensional CG software ( Blender ). 
Figure 6 illustrates an example of the created area dataset. 

 

 
 

Figure 6. Dataset for semantic segmentation 
 
 
 

Cutting 
Process 

Rotation 
Process 
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4.4 Validation of Training Dataset 
We validated our training dataset to apply the PointNet++ network to the underwater point-cloud dataset. 

Because the local region extraction network within the PointNet++ network was common between both tasks 
(classification and semantic segmentation tasks), we performed a validation process using only the classification 
dataset. As a test dataset, we extracted a real underwater measurement dataset and evaluated it against our trained 
model. We created training datasets and test datasets using the methods described above, as shown in Table 1. 
 

Table 1. Dataset (Training data and Test data) 

Block 
Type 

Training datasets Test datasets ( ground truth ) 
Shape 

Example 
(by CAD) 

Total Number 
of Models 

(Cut) 

Total Number 
of Models 
(Rotation) 

Total Number 
of Regions 

Shape 
Example 

(ground truth) 

Total Number 
of Models 

Total Number 
of Regions 

A 
 

5 900 20 
 

254 5 

B 
 

3 540 20 
 

55 3 

C 
 

4 720 20 
 

54 4 

 
5. APPLICATION EXAMPLES 
5.1 Analysis Target: Blocks A, B, AND C  
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Because tetrapods are prefabricated products, we created 3D CAD models based on design drawings and converted 
them into point cloud models to create training data. Figure 7 illustrates an example of the training data for each 
block. The total number of points composing each block model was approximately 5,000 points, and typical 
parameters were point number control 1,024 points and learning times were 500 times. 
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4.4 Validation of Training Dataset 
We validated our training dataset to apply the PointNet++ network to the underwater point-cloud dataset. 

Because the local region extraction network within the PointNet++ network was common between both tasks 
(classification and semantic segmentation tasks), we performed a validation process using only the classification 
dataset. As a test dataset, we extracted a real underwater measurement dataset and evaluated it against our trained 
model. We created training datasets and test datasets using the methods described above, as shown in Table 1. 
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Recall (𝑅𝑅𝑅𝑅), or true positive rate, measures the proportion of predicted points that are correctly classified 
out of all predicted points for a given class. The recall for each class is given by the following formula 

 𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

 (2) 

 
F1 score (𝐹𝐹𝐹𝐹1) combines precision and recall into one metric by calculating their harmonic mean. Generally, 

a model with an F1 score of 0.80 or higher is considered excellent. 

 𝐹𝐹𝐹𝐹1 = 2∙𝑇𝑇𝑇𝑇∙𝑅𝑅𝑅𝑅
𝑇𝑇𝑇𝑇𝑇𝑅𝑅𝑅𝑅

 (3) 

 
Accuracy (𝐴𝐴𝐴𝐴) is a metric that indicates how well the overall prediction results match the true values, and 

is derived by the following formula: 

 𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹𝑇𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

 (4) 

 
In the above formulas, 𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃 is the number of true positives, 𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃 is the number of false positives, 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 is 

the number of true negatives, and 𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇 is the number of false negatives for a given class. In general, the higher the 
values of 𝑃𝑃𝑃𝑃,𝑅𝑅𝑅𝑅,𝐹𝐹𝐹𝐹1,𝐴𝐴𝐴𝐴 the better the performance of the deep-learning model. In the table below, we have also given 
the arithmetic mean of the F-values for each class division as the 'macro-average'. By calculating these values and 
seeing if they show similar trends, we can assess the classification accuracy of this architecture. 

The macro-average F1 score was 0.85, which implies, a very high accuracy classification result. Figure 8 
shows the results of semantic segmentation with different colors. Those identified as block A are colored red, 
block B is colored blue and block C is colored green. Mean IoU is a common metric for evaluating segmentation 
results. It measures the overlap rate between the predicted and the ground truth segments, as defined in equation 
(5). 

 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

 (5) 

 
It can also be interpreted as the pixel-wise accuracy of the classification. Mean IoU is computed by 

averaging the IoU values for each class in a single image, and then averaging over all classes. Although some parts 
were classified as different blocks, the mean IOU was also very high at 0.812. 
 

Table 2. Classification report (Confusion Matrix) 

 Predict Classification 

Class A B C 

A
ct

ua
l 

C
la

ss
ifi

ca
tio

n A 231 5 18 

B 3 50 1 

C 7 5 43 

 
Table 3. Classification report (Precision, Recall, F1, Accuracy)

Class Precision Recall F1 Accuracy 

A 0.91 0.96 0.93 
0.89 B 0.93 0.83 0.88 

C 0.78 0.69 0.74 
macro-
average 0.87 0.83 0.85 － 
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Figure 8. Results of semantic segmentation - Segmented point clouds are colored. 
(Left: for Block A, Center: Block B, Right: Block C) 

 
5.4 DISCUSSION  

In the three-class classification, both accuracy and mean-IOU were over 80%, and we maintained high 
accuracy even in the multiclass classification. Thus, we achieved high-accuracy classification and semantic 
segmentation by adding point number control to PointNet++'s feature extraction layer and appropriately processing 
underwater point cloud features. However, the confusion matrix reveals that Block C has a lower accuracy than 
the other blocks. This is an issue because Block C has a complex installation pattern that is not well represented 
in the training data. In addition, we found many incorrect outcomes at the boundary parts with the bottom surface, 
that is, in blocks A and C in Figure 8, the areas that should have been colored red or green are blue, indicating that 
they were segmented as block B, This was owing to the similarity of the model shape; therefore, we need to 
consider this issue further.  
 
6. CONCLUSION 

In this study, we aimed to develop a method for automatically and quickly performing structure 
classification and current situation grasping using underwater point cloud data automatically acquired by an ASV, 
enabling automatic object classification of underwater point clouds using point cloud deep learning. In addition, 
considering the characteristics of underwater point clouds, we developed an efficient training data creation method 
by generating point clouds from three-dimensional CAD models of prefabricated underwater structures, obtaining 
the following conclusions. 

－By applying PointNet++ to underwater point-cloud data, we achieved automatic and high-
accuracy classification by coloring point-cloud data using semantic segmentation based on point-cloud deep 
learning. 

－Using partially processed data generated from three-dimensional CAD models, we considerably 
improved the training data creation efficiency and discrimination performance and confirmed the 
applicability to actual measurement data. 
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Abstract: We developed an object detection system that automatically detects construction machines in video 
images by performing machine learning. However, the detection accuracy was decreased when the object detection 
system was applied to a construction site different from where the training data was collected. Therefore, we 
improved the detection accuracy when the object detection system was applied to different sites by devising the 
structure of the training data used for machine learning. 

As a result, the generalization performance was high by making the detection system include well-
balanced training data on the orientation of construction machinery and its distance from the camera. By learning 
the appearance of various construction machines, we were able to construct a detection system that can be applied 
to different job sites without being influenced by specific situations. 
 
Keywords: AI, Object detection, Generalization performance, Video image, Construction machinery 
 
1. INTRODUCTION 

Recently, it is common practice to monitor the construction status of a construction site with a fixed-point 
camera and check the site status through images from a remote location such as an office. As a more developed 
technology, efforts are being made to combine captured video with Artificial Intelligence (AI) to detect specific 
objects from the video. Pan and Zhang (2021) reviewed the current state of AI utilization in construction sites and 
cited computer vision as one of the research topics that can fully utilize the advantages of AI. The purpose of 
research on computer vision is to monitor construction sites, and it is evaluated that it can track and recognize 
workers, materials, equipment, etc., and can be responsible for prediction and evaluation. Specific use cases are 
reviewed by Mostafa and Hegazy (2021), citing construction safety, progress monitoring, and damage assessment 
as the main ones. Regarding safety, Mneymneh et al. (2019) use it for safety management at construction sites by 
judging workers on their wearing of helmets. In terms of progress, Xiao and Kang (2021) state that tracking 
construction machinery in a video can be useful for automatic monitoring of construction site productivity and 
progress. 

In this way, techniques for managing construction sites using AI are attracting attention, but AI is 
vulnerable to situations outside its learning range and cannot respond flexibly (Chun, 2020). One possible way to 
create AI that can respond to diverse on-site situations is to collect training data for each site where it is applied. 
However, the problem is that it takes time and money to collect a large amount of training data each time. In order 
to save the time and effort of creating training data from scratch when applying AI to different sites, an AI with 
high generalization performance is needed. We believe that devising a training dataset for machine learning is 
critical to achieving it. Xiao and Kang (2021) propose a training dataset specific to construction machinery, 
focusing on the number of objects per image, the number of categories, and the size distribution of bounding boxes. 
However, they do not mention their balanced composition or generalization performance. We focused on the 
direction of the construction machinery and the distance from the camera. We created two types of detection 
engines, one with well-balanced training data related to them and the other without it, and applied them to two 
sites to compare which engine has higher generalization performance.  
 
2. OUTLINE OF THE SYSTEM FOR AUTOMATIC DETECTION OF CONSTRUCTION MACHINERY 

To evaluate the accuracy of the detection of construction machinery, we used the construction machine 
detection system we developed in the previous study (Hayakawa et al., 2020) to automatically detect construction 
machinery in a video. The construction machine detection system targets four types of construction machines 
commonly used in embankment construction (dump truck, excavator, bulldozer, vibration roller), and can detect 
these construction machines from unknown input images. Figure 1 shows the flow of operating the construction 
machine detection system. 

1) A fixed-point camera installed at the construction site captures the state of embankment construction. 
Dump trucks, excavators, bulldozers, and vibrating rollers are recorded at 4K resolution (3,840×2,160), 
and image data is cut out from the obtained video and used as image data for learning. 
2) As shown in Figure 2, the construction machine in the image data for learning is enclosed in a rectangle 
and registers the type of construction machine. By assigning such labels, we create a training dataset that 
associates the appearance and type of construction machinery. Normally, this work is done visually and 
manually, and it takes much time. Figure 2 is an example of labeled image data. When multiple  

 
 

Figure 8. Results of semantic segmentation - Segmented point clouds are colored. 
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construction machines are shown in one image, all the objects are labeled. 
 

 
 

Figure 1. The operation flow of the construction machine detection system 
 

       
 

Figure 2. Appending a label to an object                  Figure 3. Process flow by Custom Vision 
 

 
 

Figure 4. Detection result by machine learning 
 

3) The training data set is input to Microsoft's Azure Cognitive Services Custom Vision, and machine 
learning is performed to create a construction machine detection system (Figure 3). This platform uses a 
deep learning algorithm that is strong in visual characteristics, and it is possible to create a learning model 
from images input as training data and create a model that detects learned objects. 
4) When unknown image data is input to the construction machine detection system, inference is executed 
and objects similar to learned features are detected. Figure 4 shows the detection results. The detection 
result is represented by a bounding box (BB) with a different color for each type of construction machine, 
and the probability of inference is displayed above the BB. As shown on the left side of Figure 4, the 
object surrounded by a red BB indicates that it is a bulldozer with a probability of 90.5%. 

 
3. EXPLANATION OF THE TWO TRAINING DATASETS AND DEMONSTRATION AT A 
CONSTRUCTION SITE 

We created two types of detection engines, one is the engine that learned data on the orientation of 
construction equipment and its distance from the camera in a balanced manner, and another is the engine that 
learned data by randomly selecting data. We checked the detection accuracy of the construction machine detection 
engines for sites under different conditions. The flow for checking the detection accuracy is shown in Figure 5. 

Table 1 shows the characteristics of the two types of detection engines. A total of 1,800 images were 
randomly extracted from the video of site A during the time period when the construction machinery was in 
operation, and 9,679 labels were assigned to them. One type of engine “Random AI” was obtained by machine 
learning this data set. In the other training data set, images were extracted from the video of site A, focusing on 
the direction of the construction machine (Figure 6) and the distance from the camera (Figure 7). When labeling 
the image data for learning, in addition to the name of the construction machine, information on the direction and 
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construction equipment and its distance from the camera in a balanced manner, and another is the engine that 
learned data by randomly selecting data. We checked the detection accuracy of the construction machine detection 
engines for sites under different conditions. The flow for checking the detection accuracy is shown in Figure 5. 

Table 1 shows the characteristics of the two types of detection engines. A total of 1,800 images were 
randomly extracted from the video of site A during the time period when the construction machinery was in 
operation, and 9,679 labels were assigned to them. One type of engine “Random AI” was obtained by machine 
learning this data set. In the other training data set, images were extracted from the video of site A, focusing on 
the direction of the construction machine (Figure 6) and the distance from the camera (Figure 7). When labeling 
the image data for learning, in addition to the name of the construction machine, information on the direction and 

distance is also given. For example, the label might be [dump, leftward, short distance]. In order to prevent the 
appearance of the construction machines included in the training data set from biasing toward specific situations, 
we intentionally balance the number of 8 types of orientation labels and 3 types of distance labels so that they were 
uniform. We adopted 5,880 labels. Another type of engine “Balance AI” was generated by performing machine 
learning on this training dataset. Figures 8 and 9 show the number of labels for each direction of dump trucks in 
the training data sets used in Random AI and Balance AI. Random AI has different numbers of labels in each 
direction, but Balance AI is uniform. 

  

 
 

Figure 5. Flow for checking the detection accuracy of two types of detection engine at two sites 
 

Table 1. Characteristics of Random AI and Balance AI 

 
 

                            
 

Figure 6. Direction of construction machines          Figure 7. Distance from camera 
 

     
 

Figure 8. Number of Random AI labels            Figure 9. Number of Balance AI labels 
(dump truck direction)                          (dump truck direction) 

 
The unknown data for the evaluation of the two types of engines were extracted from the images of site 

A (Figure 10) and site B (Figure 11). The unknown data for Site A was obtained from the fixed-point camera same 
as the training data, and it is characterized by many construction machines performing embankment work on 
seawalls within a short to medium range of about 100 m from the camera. In the case of site B, the camera type is 
the same as site A, but there are many construction machines that build river embankments at a distance of 100 to 
150 m from the camera, and the angle of the camera and background conditions differ from site A. We used 
Intersection over Union (IoU) and accuracy as evaluation indicators of detection accuracy when the detection 

collect
Training data

Number of labels Number of images uniformize

Random AI Site A 9,679 1,800 No

Balance AI Site A 5,880 2,623
direction
distance
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engines infers unknown data. IoU judges that detection is correct if the overlap between the correct BB area given 
by visual observation and the BB area detected by detection engines exceeds the threshold (Figure 12) . In this 
paper, when IoU is 30% or more, we regard the detection engine’s judgment as correct. Accuracy is one of the 
indicators that expresses the accuracy rate of detection results and is calculated by Accuracy = number of correct 
answers / (number of correct answers + number of false positives + number of undetected cases). 

 

     
 

Figure 10. Video of site A                       Figure 11. Video of site B 
 

 
 

Figure 12. Judgment method using IoU 
 

Table 2. Accuracy rate for two types of detection engines 

  
 

4. COMPARISON RESULTS OF BALANCE AI AND RANDOM AI 
Table 2 shows the results of obtaining the accuracy rate by inputting the unknown data of site A and site 

B into Random AI and Balance AI. The accuracy rate was 63.23% when unknown data of site A was input to 
Random AI, and 57.97% for Balance AI. On the other hand, when the unknown data of site B was input, the 
accuracy rate of Random AI decreased to 49.43%, but the accuracy rate of Balance AI improved to 61.17% even 
when applied to different sites. 

The result shows that the difference in the composition of the training dataset strongly affected the 
detection. The construction machines in the video of site A are often working at a short to medium distance from 
the camera, and due to the convenience of the carry-in route, the construction machines frequently face in a specific 
direction. Random AI that machine-learned a training data set with biased features has a high accuracy rate at site 
A, which has a similar bias, but the accuracy rate at site B, which has a different situation, decreases. On the other 
hand, Balance AI, which performs machine learning on a training data set that has a well-balanced number of 
labels for the direction and distance of construction machines is less susceptible to specific situations and has high 
generalization performance that can be applied to different sites. 
 
5. CHANGE IN ACCURACY RATE DUE TO ADDITION OF TRAINING DATA 

In the previous chapter, it was found that the balance AI has generalization performance. However, the 
detection rate is around 60% and not high. There is a need to further improve the detection accuracy in order to 
introduce a versatile balance AI engine when applying it to many sites in the future. However, this is contingent 
on minimizing the effort to create training data sets as much as possible. Therefore, improve the accuracy rate 
when Random AI and Balance AI are applied to site B, we added image data newly acquired at site B to the 
training data set and verified the change in the accuracy rate. Table 3 shows the breakdown of the training data set. 
Based on the training data set used for machine learning of Random AI and Balance AI described in Chapter 3, 
images are cut out from the video of site B and added to the training data set. For the additional training data, 
images were randomly cut out from the time period when the construction machinery was in operation at site B, 

Site A Site B

Random AI 63.23 49.43

Balance AI 57.97 61.17

Accuracy（％）
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engines infers unknown data. IoU judges that detection is correct if the overlap between the correct BB area given 
by visual observation and the BB area detected by detection engines exceeds the threshold (Figure 12) . In this 
paper, when IoU is 30% or more, we regard the detection engine’s judgment as correct. Accuracy is one of the 
indicators that expresses the accuracy rate of detection results and is calculated by Accuracy = number of correct 
answers / (number of correct answers + number of false positives + number of undetected cases). 

 

     
 

Figure 10. Video of site A                       Figure 11. Video of site B 
 

 
 

Figure 12. Judgment method using IoU 
 

Table 2. Accuracy rate for two types of detection engines 
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and 2,914 labels were assigned. For comparison, machine learning was performed using only the training data 
newly acquired at site B to create a new AI model. 

 
Table 3. Breakdown of additional training data for Site B 

 
 

Table 4. Accuracy rate of AI with additional training data 

 
 

The same unknown data from Site B as in Chapter 3 was input to Random AI and Balance AI with added 
training data, and the accuracy rate was calculated. Table 4 shows the results. The addition of training data to the 
Random AI resulted in an accuracy rate of 63.11%, while the addition of training data to the Balance AI resulted 
in an accuracy rate of 71.00%, with both improving the correct answer rate. The new AI model created with only 
the addition of training data resulted in a 54.17% accuracy rate. These results confirm that when detecting 
construction machinery from unknown data at site B, it is effective to train the Random AI and the Balance AI, 
which trained only the image data of site A, with the additional image data of site B. In particular, when training 
data was added to the Balance AI, the accuracy rate was high at over 70%, even though the number of labels for 
site B was relatively small at 2,914. Random AI also improved its accuracy rate by adding training data, but we 
think that it did not reach the accuracy rate like Balance AI because it adopted a data set with biased features. In 
addition, the new AI model created with only the additional training data was expected to have a high accuracy 
rate because it was specialized for the situation of site B. However, due to insufficiency of the absolute number of 
labels, the accuracy rate was about 54%. 
 
6. PROPOSAL OF OPERATION METHOD OF CONSTRUCTION MACHINE DETECTION AI 

Figure 13 shows the flow for more effective operation of construction machine detection system. 
Conventionally, when operating a construction machine detection system, the time and cost involved in collecting 
large amounts of image data for learning at each site was an issue. However, it will be possible to maintain the 
accuracy rate even in different sites by devising the composition of the training data set and creating a Balance AI 
with high generalization performance. It takes more time than usual to create a training data set that equalizes the 
number of labels for the direction of the construction machine and the distance from the camera. However, if you 
create a training data set in advance with image data from another site and create a Balance AI, you can quickly 
apply it to the target site. After applying Balance AI, if a higher accuracy rate is required, additional image data is 
collected from the on-site video and added to the training dataset to improve the accuracy rate of Balance AI. As 
additional image data does not need to consider the direction of the construction machine and the distance from 
the camera, the advantage is that training data can be collected in a short time. As described above, by operating 
Balance AI with high generalization performance, we believe that the time and cost required to collect training 
data each time it is introduced into the site can be greatly reduced. 
 
7. CONCLUSION 

In this paper, we evaluated the generalization performance of a detection system that automatically detects 
construction machinery in a video when the data set structure is devised. As a result of comparing two types of 
detection engine, Random AI and Balance AI, it was found that Balance AI has higher generalization performance, 
indicating the possibility of reducing the collection of training data for each site. The findings of this research are 
summarized below. 
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（additional data）
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Random AI 49.43 63.11

Balance AI 61.17 71.00

Additional data
only AI

- 54.17
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- When training data collected at Site A and infer unknown data from Site A, the Random AI's accuracy 
rate was about 5% higher than the Balance AI. 

- When training data collected at Site A and infer unknown data from Site B, the Balance AI's accuracy 
rate was about 12% higher than the Random AI. 
 

 
 

Figure 13. Flow of effective operation of construction machine detection AI 
 

the Balance AI's accuracy rate was about 12% higher than the Random AI. 
- When the training data from Site B was added to the Random AI and the Balance AI created from 

the training data collected at Site A to infer the unknown data from Site B, the Balance AI's accuracy 
rate was about 7% higher than the Random AI. 

- By using Balance AI, it can be applied to other sites while maintaining a high accuracy rate. 
On the other hand, the following issues also arose. 
- Additional experiments on different sites will make the effectiveness of the proposed approach 

clearer. 
- The performance of balance AI itself is insufficient. In practice, it may be desirable to be able to use 

enough training data for a site in different sites. 
There are many efforts to utilize AI for construction management at construction sites, but we should also 

pay attention to the importance of preparing basic training data. In the development of the construction machinery 
detection system, considerable time is spent collecting high-quality training data. Balance AI can demonstrate 
stable performance at any site and is expected to make a significant contribution to labor savings and the 
advancement of construction management. 

A Balance AI with high generalization performance facilitates deployment to a large number of sites, but 
the preliminary label selection and uniformity process are labor-intensive and more time-consuming than a random 
label assignment process. In the future, we will consider methods to improve the efficiency of label assignment 
and sorting. 
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Abstract: Intelligent design is a multidisciplinary research field involving artificial intelligence (AI), 
mathematical optimization, and human experience. The aim is to realize the automatic design of structures. As an 
important research topic of intelligent design in civil engineering, the truss design is characterized by high 
complexity, strict constraints and diversity of decision-making, which are the obstacles to the application of AI in 
designing the trusses. How to realize "brain-inspired design" by combining human knowledge with intelligent 
thinking is still a major challenge in the intelligent design of structures. This study develops an intelligent design 
algorithm for simply-supported planar truss based on reinforcement learning. The layout design problem of 
simply-supported planar truss is modeled as a Markov Decision Process (MDP). In order to solve the model, Monte 
Carlo Tree Search (MCTS), which performs well in sequential decision problems, is applied. Furthermore, MDP 
can include the engineering logic and knowledge that are extracted from the remarkable characteristics of simply-
supported planar truss. This significantly condenses the initial solution space and optimizes the decision-making 
process. A contrast experiment is conducted to demonstrate the validity and efficiency of the proposed algorithm. 
 
Keywords:  Truss layout design, Intelligent design, Reinforcement learning, Markov decision process, Monte 
Carlo tree search 
 
1. INTRODUCTION 

Structural design plays a key role in engineering projects. Solving design problems is one of the most 
challenging processes in engineering (Simon & Herbert, 2019). Traditional design methods rely on the trial-and-
error processes and the thinking patterns of experienced engineers. Parametric design methods convert some 
structural elements into parameters, but essentially it is no more than a programmatic way of traditional mode. 
Intelligent design makes more demands than traditional and parametric methods. Simulating the way that human 
brain works in engineering design by computers is the kernel of intelligent design. "Brain-inspired design" requires 
computers to sense and feed changes in the design environment and to be capable of evaluating, analyzing, and 
making decisions. Finally, the design task is completed through human-computer collaboration. 

Intelligent design is a multidisciplinary research field involving AI, mathematical optimization, and 
human experience (Zhao, 2022). Although advancement in machine learning and computational modeling has 
brought machine intelligence beyond human levels in several problem-solving milestones (Mnih et al., 2015; 
Sliver et al., 2016; Brown & Sandholm, 2018), one common feature among these problems is that they are well-
defined with rules and actions which are universally followed. Sheer complexity, constraint stringency, and 
decision diversity characterize design problems that become barriers to the application of AI. The abovementioned 
features make addressing design tasks require skills such as strategic planning, abstract decision-making, creativity, 
and explainability (Raina et al, 2021). This motivates AI to combine with civil engineering for facilitating solving 
design problems. 

This paper investigates the intelligent design of structures and focuses on the layout design of simply-
supported planar truss. Layout design is at the conceptual and project design phase of the overall construction 
activity. Engineering design generally focuses on construction drawing design now, yet early design can have a 
significant impact on the complete project cost and structural performance. The later the design change occurs, the 
higher the additional cost of the engineering incurred (Griem & Peter, 2009). 

The way to achieve intelligent design is to build an algorithm. The construction of the algorithm should 
be tailored to the nature of the design. Design is essentially an iterative process. The designer first perceives the 
current design state, then utilizes prior knowledge and experience to modify it and produce a new design (Raina 
et al, 2019). Through subjective or objective indicators, the designer evaluates the new design to guide the revision 
process. The entire course can be represented as a sequential decision process. Inspired by AlphaGo (Sliver et al., 
2016), this paper models truss layout design as a Markov Decision Process (MDP) (Bellman & Richard, 1957) 
based on the comprehension of the design principle. And a reinforcement learning algorithm called Monte Carlo 
Tree Search (MCTS) (Kocsis & Szepesvári, 2006) is applied to solve the model. During building MDP, the 
remarkable characteristics of simply-supported planar truss are extracted to optimize decision actions. The 
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activity. Engineering design generally focuses on construction drawing design now, yet early design can have a 
significant impact on the complete project cost and structural performance. The later the design change occurs, the 
higher the additional cost of the engineering incurred (Griem & Peter, 2009). 

The way to achieve intelligent design is to build an algorithm. The construction of the algorithm should 
be tailored to the nature of the design. Design is essentially an iterative process. The designer first perceives the 
current design state, then utilizes prior knowledge and experience to modify it and produce a new design (Raina 
et al, 2019). Through subjective or objective indicators, the designer evaluates the new design to guide the revision 
process. The entire course can be represented as a sequential decision process. Inspired by AlphaGo (Sliver et al., 
2016), this paper models truss layout design as a Markov Decision Process (MDP) (Bellman & Richard, 1957) 
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remarkable characteristics of simply-supported planar truss are extracted to optimize decision actions. The 

integration of engineering logic and knowledge significantly condenses the initial solution space and optimizes 
the decision-making process. 

The paper is organized as follows: Sec. 1 introduces the concept of intelligent design and builds up a 
foundation for the algorithm proposed in this study. Sec. 2 contains the background of the involved techniques and 
relevant studies. Sec.3 explains the MDP construction process for simply-supported truss design and outlines the 
solving of the model by MCTS. To demonstrate the validity and efficiency of the algorithm, a comparative 
experiment is conducted in Sec.4. The final conclusions and future work are mentioned at the end in Sec. 5. 
 
2. BACKGROUND 
2.1  Truss Layout Design 

Truss layout design includes three decision variables and they are node positions, interconnectivity 
between nodes, and bar sections respectively. The independent optimization of these three decision variables 
corresponds to shape, topology, and size optimization. There is a great deal of research (Kaveh & Khosravian, 
2022; Liu & Xia, 2022) into the optimal design of layout by applying heuristics based on the ground structure 
method (Dorn, 1964). However, these methods do not automate the design from scratch, but rather optimize 
existing structures. Even considering shape, topology, and size optimization simultaneously, the solution space is 
limited by the initial structure, which in turn affects the global optimality of the final result. Optimal design is a 
late-stage design approach whose important aspects of the design are already established, leaving exploration 
within narrow bounds (Krish, 2011). 

In this paper, intelligent design requires the algorithm to create designs automatically. Under the premise 
of meeting constraint conditions, the design process will constantly lead to the trajectory approximating the design 
objective. The design transforms from scratch to existence, and then from existence to optimization. This approach, 
which differs significantly from optimal design is known as generative design (GD) (Watson et al., 2022). GD 
methods for truss layouts involve four main categories. Physics-based methods, such as using physical scaling 
models to predict the optimum topology of a structure, are an important tool for conceptual design of structures in 
the early days. With the maturity of modern computer technology, this primitive method is gradually becoming 
obsolete. Simulation-based methods are devoted to the identification of excellent structural configurations using 
numerical calculations through finite element analysis techniques. This method reflects a function-follow-form 
engineering intellection. However, it may result in a lot of post-processing work and is prone to producing 
nonstandard components. (Fenton et al., 2015). The homogenization method (Bensoussan et al., 2011), solid 
isotropic material with penalization method (Ho et al., 2022), and evolutionary structural optimization method 
(Xia et al., 2018) are widely used simulation-based methods. Graph-based methods, typically such as shape 
grammar (Shea, 1997) and triangulation algorithms (Zeng, 2023), control layout generation by combining and 
splitting the geometric elements of a structure. This approach is often combined with heuristics, reflecting a form-
follow-function diagrammatic mindset. But graph-based methods have limitations in statically indeterminate 
structures and multiple load conditions. Another category is image-based methods. This method takes the image 
as a vehicle to optimize the layout by configuring the pixels (Raina, 2022). It is challenging to effectively represent 
designs of spatial structures and has shortcomings in interpretability. 
2.2  Reinforcement Learning 

According to the learning patterns, machine learning can be classified as supervised learning, 
unsupervised learning, and reinforcement learning (Jordan and Mitchell, 2015). The research aim of reinforcement 
learning is to enable computers to think, judge, reason, and make rational decisions like humans (Sutton & Barto, 
2018). This is highly compatible with the idea of "brain-inspired design". Reinforcement learning is suitable for 
decision problems where there is insufficient understanding of the environment, i.e. where it is not possible to 
model experience, knowledge, and rules accurately. Its scope of application perfectly matches the characteristics 
of design tasks. Reinforcement learning relies on the interaction of agent with environment to achieve decision 
optimization. Agent refers to the algorithm that learns and makes decisions about the problem, while environment 
represents the mathematical model with which the agent interacts. In a reinforcement learning system, environment 
generates rewards based on the decisions of agent. The learning strategy of agent aims to find an exploration-
exploitation trade-off. The rewards will assist agent to improve the learning strategy. Exploration refers to agent 
gaining more unknown information by interacting with the environment, while exploitation denotes agent making 
the best decision based on the current knowledge (Sutton & Barto, 2018).  

The above features of reinforcement learning offer the possibility of constructing an algorithm in which 
computers can self-learn structural design. For applying reinforcement learning, the problem needs to be modeled 
mathematically first. MDP is a basic theoretical framework and classical formal representation of reinforcement 
learning problems. It consists of four elements, namely state, action, transition model, and reward. After the 
problem is modeled, a suitable algorithm needs to be adopted to solve it. MCTS is a reinforcement learning method 
that seeks the optimal decision by sampling actions in a decision tree. MCTS has a revolutionary impact on 
combinatorial games and dynamic planning problems. It is particularly suited to MDP where there are reward 
delays. Sec. 3 of this paper will explain in detail the process of constructing an MDP for simply-supported truss 
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layout design and briefly describe the process of applying MCTS to solve the model. 
Reinforcement learning has received widespread attention after the emergence of AlphaGo. It is now 

widely used in games (Rajeswaran, 2020), automation control (Polydoros & Nalpantidis, 2017), financial 
investment (Charpentier et al., 2021), and other fields. However, the application of reinforcement learning is rarely 
visible in the field of truss structure design. Zhu et al. utilize a structure self-generation method that combines 
reinforcement learning with graph embedding methods for the truss layout design (Zhu et al., 2021). The authors 
of this paper have previously proposed an automated design framework for truss layouts, named AlphaTruss (Luo 
et al., 2022a; Luo et al., 2022b). The framework combines numerical and graphical approaches based on 
reinforcement learning, but does not model the decision process for a particular structural form. The algorithm 
proposed in this study builds on AlphaTruss. And the engineering properties of simply-supported planar truss are 
combined with the algorithm to achieve a more efficient generation of this specific structural form. 
 
3. METHODOLOGY 
3.1  Problem Definition 

The truss design problem can be formulated in four parts: design objective, constraint conditions, input 
information, and output. The design objective represents the optimization orientation of the layout generation and 
can be used as the main evaluation indicator of the design results. The most common design objective is weight 
minimum. Constraint conditions are the necessary requirements that need to be met during the design process. In 
practical engineering, there are certain design specifications and user demands. And constraint conditions play this 
role. The input information refers to the initial design conditions that generally include design domain, support 
conditions, load conditions, fixed nodes, fixed bars, material properties, and other indispensable design 
information. The output denotes the optimal truss layout generated after the algorithm has been executed. 
3.2  Markov Decision Process 

MDP is a sequential decision model based on the interaction between agent and environment. It can be 
expressed as: agent observes an environment state 𝑠𝑠𝑡𝑡 at moment 𝑡𝑡, then selects and takes an action 𝑎𝑎𝑡𝑡. As a 
consequence of 𝑎𝑎𝑡𝑡, environment transfers to the next state 𝑠𝑠𝑡𝑡+1 according to transition model 𝑝𝑝 and feeds a 
numerical reward 𝑟𝑟𝑡𝑡  back to agent. This process is repeated until environment reaches the terminal state 𝑠𝑠𝑇𝑇 . 
Figure 1 shows the schematic diagram of MDP. 
 

 
 

Figure 1. Schematic diagram of MDP 
 

In truss design, state represents all information of the current layout. Action refers to the decision based 
on the characteristics of state. There are three kinds of state in the state space with different features and the 
corresponding three action categories are adding nodes, adding bars, and selecting bar sections. These three 
categories must be executed in strict order, which is logical by design. With an emphasis on versatility, the action 
can adopt the briefest rule, adding only one node, one bar, or selecting one section at each time. The briefest rule 
may be beneficial to maintain the original solution space. However, if the rule can be combined with the quality 
properties of the form-specific structure, restricting the actions enables the solution space to be optimized. Simply-
supported truss has prominent symmetry. The most effective and efficient method of designing large structures is 
through the use of symmetry (Kicinger et al., 2005). Thus, the three action categories can be modified to 
symmetrically add nodes, bars, and select sections about the central axis of the truss. In symmetric designs, the 
medial axis node sometimes plays a more critical role, but the probability of having the added node fall on the 
symmetrical axis is small. A preprocessing state and its corresponding action are set to handle this downside. The 
preprocessing state analyzes whether the medial axis node needs to be added at the beginning of the entire 
generation process. The corresponding action is selecting the vertical position of the node. By introducing 
symmetry, the decision process and the solution space are drastically condensed. 

In addition, simply-supported truss has a significant mechanical characteristic. Simply-supported truss 
can be considered as a hollow beam, with the upper and the lower chords taking the compression and tension, 
respectively. The shape of the truss can be designed into a shape similar to the moment curve. The arch shape 
makes the chords of the truss more evenly and reasonably stressed (Zhu & Yin, 2005). To control the shape of the 
truss, an arch mechanism is set up in the node generation process. The mechanism requires that the nodes can be 
added only when they can maintain the shape of the truss as an arch. This reduces the solution space of the search 
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layout design and briefly describe the process of applying MCTS to solve the model. 
Reinforcement learning has received widespread attention after the emergence of AlphaGo. It is now 

widely used in games (Rajeswaran, 2020), automation control (Polydoros & Nalpantidis, 2017), financial 
investment (Charpentier et al., 2021), and other fields. However, the application of reinforcement learning is rarely 
visible in the field of truss structure design. Zhu et al. utilize a structure self-generation method that combines 
reinforcement learning with graph embedding methods for the truss layout design (Zhu et al., 2021). The authors 
of this paper have previously proposed an automated design framework for truss layouts, named AlphaTruss (Luo 
et al., 2022a; Luo et al., 2022b). The framework combines numerical and graphical approaches based on 
reinforcement learning, but does not model the decision process for a particular structural form. The algorithm 
proposed in this study builds on AlphaTruss. And the engineering properties of simply-supported planar truss are 
combined with the algorithm to achieve a more efficient generation of this specific structural form. 
 
3. METHODOLOGY 
3.1  Problem Definition 

The truss design problem can be formulated in four parts: design objective, constraint conditions, input 
information, and output. The design objective represents the optimization orientation of the layout generation and 
can be used as the main evaluation indicator of the design results. The most common design objective is weight 
minimum. Constraint conditions are the necessary requirements that need to be met during the design process. In 
practical engineering, there are certain design specifications and user demands. And constraint conditions play this 
role. The input information refers to the initial design conditions that generally include design domain, support 
conditions, load conditions, fixed nodes, fixed bars, material properties, and other indispensable design 
information. The output denotes the optimal truss layout generated after the algorithm has been executed. 
3.2  Markov Decision Process 

MDP is a sequential decision model based on the interaction between agent and environment. It can be 
expressed as: agent observes an environment state 𝑠𝑠𝑡𝑡 at moment 𝑡𝑡, then selects and takes an action 𝑎𝑎𝑡𝑡. As a 
consequence of 𝑎𝑎𝑡𝑡, environment transfers to the next state 𝑠𝑠𝑡𝑡+1 according to transition model 𝑝𝑝 and feeds a 
numerical reward 𝑟𝑟𝑡𝑡  back to agent. This process is repeated until environment reaches the terminal state 𝑠𝑠𝑇𝑇 . 
Figure 1 shows the schematic diagram of MDP. 
 

 
 

Figure 1. Schematic diagram of MDP 
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symmetrical axis is small. A preprocessing state and its corresponding action are set to handle this downside. The 
preprocessing state analyzes whether the medial axis node needs to be added at the beginning of the entire 
generation process. The corresponding action is selecting the vertical position of the node. By introducing 
symmetry, the decision process and the solution space are drastically condensed. 

In addition, simply-supported truss has a significant mechanical characteristic. Simply-supported truss 
can be considered as a hollow beam, with the upper and the lower chords taking the compression and tension, 
respectively. The shape of the truss can be designed into a shape similar to the moment curve. The arch shape 
makes the chords of the truss more evenly and reasonably stressed (Zhu & Yin, 2005). To control the shape of the 
truss, an arch mechanism is set up in the node generation process. The mechanism requires that the nodes can be 
added only when they can maintain the shape of the truss as an arch. This reduces the solution space of the search 

and improves the efficiency of the decisions while giving the structure an excellent force transfer mechanism. 
Transition model 𝑝𝑝  describes the probability of transferring 𝑠𝑠𝑡𝑡  to 𝑠𝑠𝑡𝑡+1  after 𝑎𝑎𝑡𝑡  is taken. In 

environment of design problem, 𝑝𝑝 is defined as 1 which means, given 𝑠𝑠𝑡𝑡 and 𝑎𝑎𝑡𝑡 the resulting state 𝑠𝑠𝑡𝑡+1 is 
determinate. The reward 𝑟𝑟𝑡𝑡 is a numerical signal that characterizes the design objective. It drives the generation 
process towards a better trajectory. The setting of the reward mechanism is provided in the previous work (Luo et 
al., 2022a). 
3.3  Monte Carlo Tree Search 

MCTS is applied to solve MDP. MCTS explores the decision space based on the exploration-exploitation 
heuristic mechanism by accumulating the action value estimates obtained from monte carlo simulation. It performs 
a large number of dynamic searches to estimate the reward value expectation of diverse actions. MCTS involves 
four steps: selection, expansion, simulation, and backpropagation. Selection: MCTS is given an initial state 
containing all the input information. It is called the root state 𝑠𝑠𝑟𝑟  of the search tree. Starting at 𝑠𝑠𝑟𝑟 , a tree policy is 
recursively applied to descend through the tree until the most urgent state is reached. The tree policy attempts to 
balance considerations of exploration (look in states that have not been well understood yet) and exploitation (look 
in states which appear to be potential). The formulation of tree policy is represented as Equation (1), where 𝐼𝐼𝑠𝑠 is 
an indicator to measure whether a state is urgent or not. 𝑁𝑁𝑠𝑠 and 𝑁𝑁𝑓𝑓 respectively present the visited times of 𝑠𝑠 
and its previous state. Note that 𝐼𝐼𝑠𝑠 is positive infinity if 𝑠𝑠 has not been visited. The parameter 𝑐𝑐 controls the 
exploration of tree policy and the effect of the parameter 𝜑𝜑 is balancing the average and maximum reward. 𝑟𝑟𝑠𝑠𝑏𝑏𝑏𝑏𝑠𝑠𝑡𝑡  
denotes the maximum reward obtained by 𝑠𝑠 in all simulation processes. Expansion: A state is expandable if it 
represents a non-terminal state and has unvisited leaf states (leaf state refers to the possible next state). A leaf state 
will be added to the expandable state by taking an action. Simulation: A monte carlo simulation is run from the 
expandable state according to the default policy until reaching terminal state. The default policy is that all the 
actions are randomly selected. Backpropagation: The state value 𝑣𝑣𝑠𝑠 is evaluated based on the simulation result. 
Equation (2) shows the calculation formula of 𝑣𝑣𝑠𝑠 , where 𝑟𝑟𝑖𝑖  denotes the 𝑖𝑖𝑡𝑡ℎ  reward obtained by 𝑠𝑠  in 𝑁𝑁𝑠𝑠 
simulations. The value will be backpropagated successively. Each sequential execution of the above four steps is 
called one time of search. These four steps are repeated until reaching the maximum search times. Figure 2 
describes the flow of the algorithm and more details about MCTS are provided in previous work (Luo et al., 2022a). 
 

𝐼𝐼𝑠𝑠 = 𝜑𝜑 𝑣𝑣𝑠𝑠
𝑁𝑁𝑠𝑠

+ (1 − 𝜑𝜑)𝑟𝑟𝑠𝑠𝑏𝑏𝑏𝑏𝑠𝑠𝑡𝑡 + 𝑐𝑐√
2 ln(𝑁𝑁𝑓𝑓)

𝑁𝑁𝑠𝑠
(1) 

𝑣𝑣𝑠𝑠 = ∑𝑟𝑟𝑖𝑖
𝑁𝑁𝑠𝑠

𝑖𝑖=1
(2) 

 

 
(a) Four steps in MCTS (Luo et al., 2022a) 

 
(b) Three sequential action sets in MDP 

 
Figure 2. The diagram describing the algorithm  

 
4. EXPERIMENT 

To prove that the action adjustment mentioned in Section 3.2 benefits the intelligent design of simply-
supported truss, a comparative experiment is conducted in this section. The experiment demonstrates the effect of 
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considering symmetry and introducing the arch mechanism on the design results.  
4.1  Experimental Setup 

The experiment requires the design of a simply-supported truss in the rectangular design domain as in 
Figure 3. Six punctual loads are specified in the bottom part of the truss, a single loading scenario. All bars in this 
truss are selected from an AISC set of W sections that vary from W14×22 to W14×426 (Construction, A. I. O. 
S., 1989). Young's modulus 𝐸𝐸 of steel is 201 Gpa, density 𝜌𝜌 is 7.85103×103 kg/m3, and yield strength 𝑓𝑓𝑦𝑦 is 
248.8 Mpa. Constraint conditions are the following: the truss must be geometrically stable. The allowable tensile 
stress is 0.6𝑓𝑓𝑦𝑦. The highest compression stress 𝜎𝜎𝑖𝑖𝑐𝑐 of the bar 𝑖𝑖 is obtained from in-plane buckling consideration, 
computed as Equation (3), where  𝜆𝜆𝑖𝑖 = 𝐿𝐿𝑖𝑖/𝑟𝑟𝑖𝑖, 𝐶𝐶 = 𝜋𝜋√2𝐸𝐸/𝑓𝑓𝑦𝑦, and 𝐿𝐿𝑖𝑖 and 𝑟𝑟𝑖𝑖 are the length and gyration radii of 
the cross section of the bar 𝑖𝑖, respectively. Permissible displacement of each node is limited to 70 mm. The 
minimum and maximum longitude of bars should be 5 m and 20 m, respectively.  
 

 
 

Figure 3. Design domain  
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Three tests are carried out in this experiment. The first test (test 1) does not take symmetry and arch 

mechanism into account. Only symmetry is considered in the second test (test 2). Another test (test 3) introduces 
both symmetry and arch mechanism. Each test runs five times independently. And all experimental parameters are 
set exactly the same to ensure fairness.  
4.2  Results And Discussion 

Table 1 shows the correlation data, where five independent runs are considered in each test. From the 
comparison results of test 2 and test 1, it can be seen that the former performs much better than the latter, both in 
terms of the lightest and the average weight. This indicates that the solution can be substantially improved by 
introducing symmetry. The best and average solutions for test 3 are 15.1% and 14.7% lighter, respectively, than 
those for test 2. And the best solution for test 3 also costs less search. It illustrates that the arch mechanism can 
effectively facilitate the design of truss layout.  
 

Table 1. Correlation data of three tests 
Test Lightest weight (kg) Search times Average weight (kg) 

Test 1 81008 1234439 93627 
Test 2 45615 1379946 49273 
Test 3 38744 1199925 42028 

 
Figure 4 exhibits the best layouts for three tests. The term "weight" represents the total weight of the truss. 

Note that a bar in red/blue/yellow color indicates that it is in tension/compression/unstress, respectively. Orange 
nodes denote that they are newly generated. And the numbers of nodes and bars represent the order in which they 
are generated. The layout for test 1 is highly irregular. It is concluded that the algorithm can only generate feasible 
but poor solutions without considering symmetry. Even without introducing arch mechanism, the best layout for 
test 2 is still inclined to the arch shape. This indicates that the optimization process naturally prefers the arch shape. 
Due to the introduction of the arch mechanism, the layout for test 3 shows a more fluid and smooth arch profile. 
Its force transfer mechanism is more rational. 
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Figure 4. The best layouts for three tests 

 
5. CONCLUSIONS 

The paper introduces the concept and characteristics of intelligent design and distinguishes it from 
traditional design. The kernel of intelligent design lies in the computer simulation of the human brain to perform 
the design task. Constructing a valid and logical algorithm is the way to realize brain-inspired design. In this study, 
an intelligent design algorithm for simply-supported planar truss layout is developed. Based on reinforcement 
learning and understanding of design principles, the truss design process is abstracted as an MDP and solved by 
MCTS. To condense the solution space and decision process, some structural characteristics (viz. symmetry and 
arch mechanism) that exist in this particular truss form are abstracted and combined. Finally, through a 
comparative experiment, it is demonstrated that the introduction of symmetry and arch mechanism results in a 
more rational force transfer mechanism of the generated truss, which leads to more efficient utilization of materials. 

In the experiment, although the algorithm can generate excellent truss layouts, it relies on a huge number 
of searches, since MCTS is inherently compute intensive. And each run of the algorithm solves an isolated design 
task offering no transfer of strategies or experience across analogous problems. Future works may aim at 
optimizing the design chain and introducing deep learning to reduce the reliance on computility and improve the 
generalization of the algorithm. 
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Abstract: In public works projects in Japan, a large amount of point cloud data has been measured and 
accumulated at various locations through the introduction of mobile measurement system (MMS) and terrestrial 
laser scanners (TLS). Point cloud data, which is the outcome of laser surveying, is a huge collection of 3D points 
having position coordinates, reflection intensity, and RGB. Various uses of point cloud data are expected to be 
developed. One of the main uses of point cloud data is the preparation of HD maps, which serve as basic maps for 
autonomous driving. Currently, the HD maps in Japan cover about 30,000 km and will be expanded to about 
130,000 km including expressways and ordinary roads. Since HD maps are prepared by manually joining and 
processing point cloud data, it is desirable to improve the efficiency of preparing HD maps. Therefore, it is required 
to establish an efficient and comprehensive method of developing lane lines for the development, maintenance, 
and updating of HD maps. In this study, we proposed a method for automatically generating AI training data for 
automatic extraction of lane lines using the area data of lane lines generated from HD maps. This allowed 
extraction of lane lines from point cloud data with an average F-measure of 0.9 or higher. 
 
Keywords: HD map, Point cloud data, Lane line, Deep learning 
 
1. INTRODUCTION  

In public works projects in Japan, a large amount of point cloud data has been measured and accumulated 
at various locations through the introduction of mobile measurement ｇｈsystem (MMS) and terrestrial laser 
scanners (TLS). Since point cloud data, which is the outcome of laser surveying, is a huge collection of 3D points 
having position coordinates, reflection intensity, and RGB, development of a variety of uses can be expected. 
Focusing on road space, examples include the maintenance and updating of High Definition Map (hereinafter 
referred to as "HD map") (Nikkei xTECH. Active, 2023), which is under research and development for 
autonomous driving. The performance of laser surveying instruments that obtain the basic data for HD maps is 
improving day by day. The sections that capture five or more satellites retain map information level 500, which 
satisfies the requirements of road management (Kitagawa et al., 2016). In addition, from the Cabinet Office's 
Strategic Innovation Promotion Program (SIP) "Automated Driving System," HD maps define road geographic 
features such as lane lines, road markings, road signs and traffic signals, which are essential for automated driving 
use cases (Koyama & Shibata, 2016). Currently, HD maps of Japan cover about 30,000 km. They are expected to 
be expanded to about 130,000 km including expressways and ordinary roads by Fiscal Year 2024 (Nikkei xTECH, 
2021). Manual development of road features requires an enormous amount of labor for future maintenance of HD 
maps. In particular, lane lines, which are plane features painted on the roadway, require the highest cost among 
the roadway features as the HD maps are expanded. Consequently, an efficient and exhaustive method for 
developing lane lines using AI is required. 

As one of its solutions provided in an existing study, Lingfei et al. (Lingfei et al., 2019) developed an 
algorithm to extract lane lines by setting a threshold for reflection intensity and a threshold for voxel grid by Otsu's 
method. Validated on approximately 20 million measured data points of roads and 22 million measured data points 
of intersections, the algorithm extracts lane lines with an accuracy of 0.97 for F-measure, which is the harmonic 
mean of the precision and recall. However, it is difficult to define a unique value for the threshold because the 
reflection intensity of a lane line varies depending on the weather conditions and laser survey equipment. Thus, 
Emori et al. (Emori et al., 2019) used machine learning to have it learn the position coordinates, reflection intensity, 
and RGB of the point cloud data and verified it for the data about 11 map borders. One of the map borders of 
verification data has a road distance of approximately 50 m and approximately 2 million points. As a result of 
calculating F-measure for each map border, the maximum and minimum F-measure were 0.94 and 0.18, 
respectively, and the average F-measure for the 11 map borders was 0.66. The cause for decrease in F-measure 
was that in some of the map borders the shadows of surrounding buildings overlapped with the white line paint 
and consequently the lane lines and crosswalks were not extracted. From the above, diversity of training data is 
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required to build a highly accurate lane line extraction model. Therefore, a large amount of training data is required. 
However, since the training data are created manually, there is a problem that generation of training data is time-
consuming and labor-intensive. 

In this study, we propose a method to automatically generate training data for AI to extract lane lines using 
area data that can specify 3D space generated from HD maps. Then, a model for automatic extraction of lane lines 
(hereinafter referred to as the "extraction model") is built by having AI learn the generated training data. This 
allows for reduction in the generation time of training data and building of an extraction model capable of handling 
the reflection intensity that varies depending on the laser measurement device and measurement environment. 
Furthermore, lane lines can be extracted efficiently and comprehensively by applying the extraction model to the 
measured point cloud data. Therefore, the model is expected to contribute to labor saving in preparing lane lines. 

From the above, the purpose of this study is to build a model for extracting lane lines using area data 
generated from HD maps. In specific, first of all for data preprocessing, the reflection intensity of a lane line is 
normalized to 255, and the point cloud data is filtered by setting a threshold value based on the histogram of the 
reflection intensity. Then, the point cloud data of the lane line is extracted using the area data generated from the 
HD map, and an extraction model is built using the extracted point cloud data. Finally, the extraction model is 
applied to a section different from the training data to verify the usefulness of the extraction model. 

 
2. METHOD 
2.1  Process Flow 

As shown in Figure 1, the proposed method consists of the learning part and the determination part. In the 
learning part, the point cloud data and HD map are used to generate training data for the extraction model. First, 
CSF filter of CloudCompare (Zhang et al., 2016) is applied to the point cloud data to separate the point cloud data 
into ground surface and non-ground surface. Since the lane line is a roadway feature located on the ground surface, 
the point cloud data of the ground surface is used in generating the training data. Next, a histogram of the reflection 
intensity is created for the point cloud data of the ground surface using the function of CloudCompare. Then, a 
threshold value is set based on the histogram and the point cloud data is filtered to extract candidate points for the 
lane line. The threshold value of the reflection intensity is defined as the mean of the reflection intensities plus the 
standard deviation, taking advantage of the characteristics that the reflection intensity of a lane line is higher than 
that of a roadway. In generating training data, the existing method (Imai et al., 2022) is used to generate area data 
from the HD map and extract lane lines from the filtered point cloud data. Figure 2 shows the relationship between 
the area data and point cloud data. The area data is created by making a closed polyline on an arbitrary plane and 
extruding its shape vertically at an arbitrary height. A three-dimensional space is specified with this area data to 
allow extraction of the lane line from the point cloud data. Finally, Training data is generated by assigning an 
attribute value indicating the lane line to the extracted point cloud data. 

The determination part divides the point cloud data into the ground surface and the non-ground surface 
using the same procedure as the learning part. Then, it filters the point cloud data of the ground surface where the 
lane line is located with the threshold value. Finally, the extraction model built in the learning part is applied to 
the filtered point cloud data to determine the lane lines.  

 

 
Figure 1. Process flow of the proposed method 
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Figure 1. Process flow of the proposed method 

 
Figure 2. Relationship between area data and point cloud data 

 
2.2  Specifications of Point Cloud Data 

Point cloud data obtained by MMS or TLS retains the reflection intensity in addition to the position 
information based on an arbitrary coordinate system. On the other hand, RGB is not always given because 
superimposition processing of the point cloud data and a colored image is required. Therefore, although RGB is 
useful information for extracting lane lines, to ensure versatility of the extraction model in this study, the value of 
reflection intensity normalized to 255 was given to RGB using the function of CloudCompare to convert RGB of 
point cloud data. Figure 3 shows the point cloud data to which the reflection intensity values are given. In this 
study, we use the point cloud data with excellently measured lane lines shown on the left side of Figure 3. The 
histogram of reflection intensity is shown on the right side of Figure 3. In the histogram in Figure 3, the reflection 
intensity values are distributed between 0 and about 60,000, with the mean of about 30,648 and the standard 
deviation of about 9,522. Accordingly, the filtering threshold is approximately 40,170, which is the mean plus the 
standard deviation. 

2.3  Procedure for Generating Training Data 
Figure 4 shows the details of generation of training data in the learning part of Figure 1. The details are 

described in STEP1 through STEP6 as shown in Figure 4. The processing steps are as follows. 
STEP1: Apply CSF filter to the point cloud data and extract the point cloud data of the ground surface. 
STEP2: Make a histogram of the reflection intensity, then filter the point cloud data above the threshold 

value calculated by adding the standard deviation to the mean value of the reflection intensity. 
STEP3: Superimpose the area data generated from the HD map on the filtered point cloud data to extract 

the lane line. 
STEP4: Give a label, which is the attribute value indicating the lane line, to the point cloud data extracted 

using the area data. 
STEP5: Give other labels to point cloud data located in the vicinity other than the lane line. 
STEP6: Combine the point cloud data from STEP4 and STEP5 to generate training data. 

 
 

 

 
    Point cloud data visualized by reflection intensity        Histogram of reflection intensity 
 

Figure 3. Point cloud data with reflection intensity given to RGB 
 

Average = 30,648.24
Std. dev = 9,522.25
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2.4  Conditions for Building the Extraction Model 
In this study, we build a lane line extraction model using ConvPoint (Boulch, 2020), which is capable of 

acquiring excellent accuracy in determining road features from point cloud data. Since the object of extraction is 
limited to lane lines, the extraction model is build using binary classification of "lane lines" and "the others". For 
the parameters of the extraction model, that of Epoch was set to 100 and Iteration to1,000 in reference to the default 
values. In addition, in consideration of over-learning, the model with the optimal Epoch is selected by applying 
early stopping, which stops learning when Loss cannot be minimized. In early stopping, a parameter can be set 
to stop learning when a specific Epoch is reached, at which the loss is not improved, and no further 
improvement is observed. In this study, this parameter was set to three patterns: 3, 5, and 7, to construct the 
model.  
 
3. EXPERIMENT 
3.1  Experiment Overview 

In this experiment, the time required to generate training data manually is compared with the time using 
the proposed method. Then, the lane line extraction model is applied to the laser-measured point cloud data to 
verify the accuracy of the lane line determination. The target section of this experiment is an approximately 1.0-
km stretch of an ordinary road in Shizuoka Prefecture, Japan. Table 1 shows a summary of the point cloud data 
used in this experiment. The number of points for the training data for the extraction model is 352,996 for lane 
lines, and 1,013,127 for the others. The range of reflection intensity for the verification data is the same as that of 
the training data. Therefore, the data was filtered by the reflection intensity threshold according to the procedure 
for generating the training data. For this validation data, we selected a different dataset than the training data. 
Additionally, correct answer data is generated for two map borders with a road section of approximately 50 meters. 
As Table 1 shows, the number of points for verification data 1 is 32,156 for lane lines and 40,221 for the others, 
while the number of points for verification data 2 is 33,655 for lane lines and 71,857 for the others. 

The precision, recall, and F-measure are used as the evaluation indicators of the extraction model. In the 
accuracy evaluation, the point cloud data extracted using the area data is defined as the correct answer, and each 
evaluation indicator is calculated by aggregating the correct point cloud data and the point cloud data determined 
by the extraction model. 

 
【Legend】 ■：Lane line ■：The others 

 
Figure 4. Procedure for generating training data 

 
 

 

STEP1: Extracting the point cloud data   
of the ground surface

STEP2: Filtering the point cloud data 
by the threshold value

STEP3: Extracting the lane line 
using the area data

STEP4: Giving labels to the point cloud 
data of the lane lines

STEP5: Giving labels to the point cloud 
data for features other than lane lines

STEP6: Combine STEP4 and STEP5
to generate training data

 
Table1. Point cloud data used for experiments 

Label type Number of points for the training 
data (points) 

Number of points for verification data 
(points) 

Verification data 1 Verification data 2 

Lane line 352,996 32,156 33,655 

Others 1,013,127 40,221 71,857 
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Table1. Point cloud data used for experiments 

Label type Number of points for the training 
data (points) 

Number of points for verification data 
(points) 
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Lane line 352,996 32,156 33,655 
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3.2  Results of Building an Extraction Model 
Table 2 shows the time required to generate all of the training data for the target section manually and 

with the proposed method. Note that the time required to separate the ground surface and to create the histogram 
of reflection intensities are not included in the time required because these processes can be done automatically 
using the functions of CloudCompare. Table 2 shows that the time required for manual generation of training data 
was approximately 34 minutes for extracting lane lines and approximately 1 minute for assigning lane line attribute 
values to the point cloud data, for a total time of approximately 35 minutes. The proposed method required 
approximately 7 minutes for extracting lane lines and 8 seconds for giving lane line attribute values to the point 
cloud data, for a total time of approximately 7 minutes. As a result, the proposed method allowed reduction in the 
time required to generate training data by approximately 28 minutes. 

Figure 5 shows the transition of the learning of the built extraction model. In the learning of the 
extraction model, Loss of the extraction model and the IoU, an indicator that expresses the degree of overlap of 
bounding boxes as a numerical value ranging from 0 to 1, are calculated. Also, since the early stopping parameter 
was set to 3, 5, and 7, the Epochs of the extraction model differ. As a result of building the extraction model, the 
model to which early-stopping was not applied continued to learn up to 100 Epochs, which is the default value. 
The model stopped training at 46 Epochs with parameter 3, and at 62 Epochs with parameter 5. On the other hand, 
with parameter 7, the model continued to learn up to the same 100 Epochs as without using early stopping. IoU at 
100 Epochs was 0.975 and Loss was 1.96 × 10-7. Similarly, IoU at 100 Epochs with parameter 7 was 0.975 and 
Loss was 1.85 × 10-7. IoU at 46 Epochs was 0.964 and Loss was 2.85 × 10-7. IoU at 62 Epochs was 0.969 and Loss 
was 2.41 × 10-7. For this reason, both models learned well because Loss values for respective models are as close 
to 0 as possible. 
 

3.3  Results of Applying the Extraction Model and Discussion 
Table 3 shows the lane line determination accuracy. Parameters were set to 3, 5, and 7, and models with 

and without early stopping were applied to the validation data to calculate the lane line determination accuracy. It 
should be noted that both the model with a parameter of 7 and the model without early stopping continued learning 
up to 100 Epochs, resulting in identical accuracies for lane line determination. In validation data 1, the precision, 
recall, and F-measure of the model at 46 Epochs were all 0.96. At 62 Epochs, the precision was 0.95, the recall 
was 0.93, and the F-measure was 0.94. At 100 Epochs, the precision was 0.97, the recall was 0.94, and the F-
measure was 0.95. For validation data 2, the model at 46 Epochs achieved a precision of 0.95, a recall of 0.89, and 
an F-measure of 0.92. At 62 Epochs, the precision was 0.97, the recall was 0.78, and the F-measure was 0.87. 
Additionally, at 100 Epochs, the precision was 0.95, the recall was 0.80, and the F-measure was 0.87. Consequently, 
the average F-measures for the models were 0.94 at 46 Epochs and 0.91 for both 62 Epochs and 100 Epochs.  

 

Table 2. Time required for generating training data manually and with proposed method 

Work item Time required to generate training data 
manually Proposed method 

Process to extract lane lines from point cloud data 34 minutes 26 seconds 6 minutes 59 seconds 
Process for giving the lane line attribute values to 
point cloud data 53 sec. 8 sec. 

Total processing time 35 minutes 19 seconds 7 minutes 7 seconds 
 
 

  
 

       IoU of extraction model                Loss of Extraction Model 
 

Figure 5. Transition of learning of the extraction model 
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Comparing each model, the 46Epoch model was selected because the 46Epoch model estimated by early 
topping of parameter 3 has the highest decision accuracy. On the other hand, in validation data 2, the recall 
significantly decreased to 0.78 and 0.80 for 62 Epochs and 100 Epochs, respectively. The results in Table 3 show 
that the accuracy varies depending on the parameters adjusted at each Epoch. The AI used in this study does not 
return a constant value, and the numerical value of the result fluctuates from Epoch to Epoch. Therefore, it is 
difficult to determine the exact factor that caused the decrease in the value. Also, a lower F measure means that 
the model does not fit the validation data. However, comparing the mean of the F measure for Epoch 46 and Epoch 
100, the difference is 0.03, which is considered to be within the margin of error. In addition, since the F measure 
is greater than 0.9 for both models, they are considered to be correctly trained. 

Figure 6 shows the results of the lane line determination. In Figure 6, the results of 46 Epochs, which had 
the highest accuracy in Table 3, and the default 100 Epochs are shown as examples. A in Figure 6 is the correct 
answer data. B in Figure 6 shows the determination result using the 46 Epoch model with early stopping applied. 
C in Figure 6 shows the determination result using the 100 Epoch model without early topping. In the verification 
data 1-B and C, we confirmed that the correct lane lines were ditermined well in red. Furthermore, the fact that 
there was no part with false determination of lane lines suggests that the point cloud data for the lane lines were 
extracted without omission. Comparing the verification data 2-B and C, B showed better result of determining the 
point cloud data of the lane line. Focusing on the verification data 2-C, some part shows false determination of 
lane lines in blue, which were not properly determined. However, the part with false determination in 2-C was 
determined successfully as lane lines in the verification data 2-B. From these results, it can be considered that the 
application of early stopping allowed the selection of Epochs that are expected to improve the accuracy of the lane 

Table 3. Accuracy of lane line determination 

Model Parameter Evaluation 
indicator 

Verification data 
Average 

1 2 

Model of 
46Epoch 3 

precision 0.96 0.95 0.96 
recall 0.96 0.89 0.93 

F-measure 0.96 0.92 0.94 

Model of 
62Epoch 5 

precision 0.95 0.97 0.96 
recall 0.93 0.78 0.86 

F-measure 0.94 0.87 0.91 

Model of 
100Epoch 

7 and without 
parameter 

precision 0.97 0.95 0.96 
recall 0.94 0.80 0.87 

F-measure 0.95 0.87 0.91 
 

 
  A（Correct answer data）      B（46 Epoch）        C（100 Epoch） 

Verification data 1 
 

 
  A（Correct answer data）      B（46 Epoch）        C（100 Epoch） 

Verification data 2 
【Legend】 ■：Lane line ■：The others 

 
Figure 6. Determination results of lane lines 
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100, the difference is 0.03, which is considered to be within the margin of error. In addition, since the F measure 
is greater than 0.9 for both models, they are considered to be correctly trained. 

Figure 6 shows the results of the lane line determination. In Figure 6, the results of 46 Epochs, which had 
the highest accuracy in Table 3, and the default 100 Epochs are shown as examples. A in Figure 6 is the correct 
answer data. B in Figure 6 shows the determination result using the 46 Epoch model with early stopping applied. 
C in Figure 6 shows the determination result using the 100 Epoch model without early topping. In the verification 
data 1-B and C, we confirmed that the correct lane lines were ditermined well in red. Furthermore, the fact that 
there was no part with false determination of lane lines suggests that the point cloud data for the lane lines were 
extracted without omission. Comparing the verification data 2-B and C, B showed better result of determining the 
point cloud data of the lane line. Focusing on the verification data 2-C, some part shows false determination of 
lane lines in blue, which were not properly determined. However, the part with false determination in 2-C was 
determined successfully as lane lines in the verification data 2-B. From these results, it can be considered that the 
application of early stopping allowed the selection of Epochs that are expected to improve the accuracy of the lane 

Table 3. Accuracy of lane line determination 

Model Parameter Evaluation 
indicator 

Verification data 
Average 

1 2 

Model of 
46Epoch 3 

precision 0.96 0.95 0.96 
recall 0.96 0.89 0.93 

F-measure 0.96 0.92 0.94 

Model of 
62Epoch 5 

precision 0.95 0.97 0.96 
recall 0.93 0.78 0.86 

F-measure 0.94 0.87 0.91 

Model of 
100Epoch 

7 and without 
parameter 

precision 0.97 0.95 0.96 
recall 0.94 0.80 0.87 

F-measure 0.95 0.87 0.91 
 

 
  A（Correct answer data）      B（46 Epoch）        C（100 Epoch） 

Verification data 1 
 

 
  A（Correct answer data）      B（46 Epoch）        C（100 Epoch） 

Verification data 2 
【Legend】 ■：Lane line ■：The others 

 
Figure 6. Determination results of lane lines 

 

False 
determination

line determination. In B and C of verification data 1 and 2, although there were crosswalks and road markings that 
had the same characteristics as the lane lines, they were properly determined as the points other than the lane lines. 
On the other hand, it is considered to be difficult to determine the lane lines in areas where the lane lines have 
completely disappeared due to deterioration over time. 

 
4. CONCLUSIONS 

In this study, point cloud data of the lane lines were extracted using the area data generated from the HD 
map, and the training data was automatically generated. Using the generated training data, an extraction model of 
lane lines was built. As a result of applying the extraction models to the validation data, the model with early 
stopping achieved a maximum F-measure of 0.94, while the model without early stopping reached a maximum F-
measure of 0.91. Accordingly, it was made clear that either of these extraction models is capable of extracting the 
lane lines from the point cloud data with high accuracy. Compared to existing studies, the proposed method has a 
significant advantage in that it can automate the generation of training data for models that automatically extract 
lane lines. Furthermore, by utilizing the models developed in this study, the lane lines defined in the HD map can 
be automatically determined and extracted. Consequently, the models are expected to contribute to the continuous 
maintenance of lane lines and labor saving of updating work. 

In the future, we will verify the accuracy of the lane line extraction model using point cloud data with 
different reflection intensities, as well as devise a method to enclose the outer shape of the lane lines with polygons 
in order to analyze the lane lines, which are the result of determination, in detail. In addition, there is a concern 
that filtering by reflection intensity may allow inclusion of the point cloud data of the lane lines of which the 
reflection intensity has deteriorated over time. Therefore, it is necessary to verify whether the point cloud data of 
the lane lines are not excessively filtered. 
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Abstract: Traffic surveys in Japan require a large number of people. However, it is becoming increasingly difficult 
to secure surveyors due to the population decline. In recent years, the Ministry of Land, Infrastructure, Transport 
and Tourism (MLIT) has been promoting survey methods using ICT and IoT; however, the cost of introducing 
machinery is huge. Against this background, survey methods that use AI for analyzing video images captured by 
CCTV cameras and video cameras installed to monitor roads are attracting attention. In existing studies, the 
number of passing vehicles is counted separately for light and heavy vehicles by using deep learning. We think 
that the survey method using AI can be advanced by adding an approach of subdividing vehicle types such as light 
passenger cars and heavy special-purpose vehicles based on the results of recognizing license plates to the function 
of this method for determining whether a vehicle is light or heavy. Vehicles in Japan can be distinguished between 
light and heavy vehicles by recognizing each classification number, which consists of three digits on the license 
plate. In this study, we devised a method for extracting classification numbers from the video images captured for 
traffic surveys, using an object detection technique based on deep learning. Experimental results show that the 
proposed method is capable of extracting classification numbers with high accuracy. 
 
Keywords: License plate recognition, Vehicle type determination, Traffic volume investigation, Deep learning, 
Image processing 
 
1. INTRODUCTION 
1.1  Research Background and Objectives 

In Japan, traffic surveys have been conducted in order to grasp the current status and problems of road 
traffic and to formulate future road development plans (MLIT, 2010). In these surveys, surveyors count the number 
of passing vehicles separately for light and heavy vehicles by visually checking the shape and license plates of the 
vehicles passing through the survey points. However, the survey costs expensive because it requires a large number 
of personnel. In addition, it has become hard to secure surveyors due to the population decline. Therefore, MLIT 
has been promoting a survey method that utilizes ICT and IoT (MLIT, 2017). However, the high cost of introducing 
machinery makes it difficult to introduce such a method, and more efficient and labor-saving surveys have not 
been realized yet. 

Against this background, a method for counting the number of passing vehicles by analyzing the video 
images captured by CCTV cameras and video cameras installed for road surveillance with AI is attracting attention. 
An existing study (Nakahata et al., 2022) shows that it is possible to determine light and heavy vehicles and count 
their respective cross-sectional traffic volumes with high accuracy by using the methods of object detection, image 
area division, and image classification based on deep learning. However, There is a problem that the determination 
accuracy of light and heavy vehicles goes down in case of failure to identify the parts of vehicles. The 
determination results of the existing method can be corrected if this method can be supplemented by some other 
method that recognizes license plates, identifies the identical vehicle based on the recognition results, and classifies 
vehicles into smaller categories such as light passenger cars, standard freight vehicles, and heavy special-purpose 
vehicles. We considered that this would allow upgrading the existing AI-based survey method. A Japanese license 
plates (Figure 1) contains a serial designation number consisting of four digits as well as a classification number 
that allows determining whether a vehicle is light or heavy by recognizing its first digit. The methods of 
recognizing Japanese license plates include the automatic license plate reader (N system) installed on roads for criminal 
investigations (National Police Agency, 1985) and a method to recognize license plates from video images captured 
by the video cameras installed on the roadside (Ozaki et al., 2021). However, the former method has a problem 
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1. INTRODUCTION 
1.1  Research Background and Objectives 

In Japan, traffic surveys have been conducted in order to grasp the current status and problems of road 
traffic and to formulate future road development plans (MLIT, 2010). In these surveys, surveyors count the number 
of passing vehicles separately for light and heavy vehicles by visually checking the shape and license plates of the 
vehicles passing through the survey points. However, the survey costs expensive because it requires a large number 
of personnel. In addition, it has become hard to secure surveyors due to the population decline. Therefore, MLIT 
has been promoting a survey method that utilizes ICT and IoT (MLIT, 2017). However, the high cost of introducing 
machinery makes it difficult to introduce such a method, and more efficient and labor-saving surveys have not 
been realized yet. 

Against this background, a method for counting the number of passing vehicles by analyzing the video 
images captured by CCTV cameras and video cameras installed for road surveillance with AI is attracting attention. 
An existing study (Nakahata et al., 2022) shows that it is possible to determine light and heavy vehicles and count 
their respective cross-sectional traffic volumes with high accuracy by using the methods of object detection, image 
area division, and image classification based on deep learning. However, There is a problem that the determination 
accuracy of light and heavy vehicles goes down in case of failure to identify the parts of vehicles. The 
determination results of the existing method can be corrected if this method can be supplemented by some other 
method that recognizes license plates, identifies the identical vehicle based on the recognition results, and classifies 
vehicles into smaller categories such as light passenger cars, standard freight vehicles, and heavy special-purpose 
vehicles. We considered that this would allow upgrading the existing AI-based survey method. A Japanese license 
plates (Figure 1) contains a serial designation number consisting of four digits as well as a classification number 
that allows determining whether a vehicle is light or heavy by recognizing its first digit. The methods of 
recognizing Japanese license plates include the automatic license plate reader (N system) installed on roads for criminal 
investigations (National Police Agency, 1985) and a method to recognize license plates from video images captured 
by the video cameras installed on the roadside (Ozaki et al., 2021). However, the former method has a problem 

that it is not capable of counting the number of passing vehicles separately for light and heavy vehicles. The latter 
method has another problem that it is not capable of recognizing license plates of vehicles traveling on the adjacent 
lanes because the video cameras are installed at a low position. To solve these problems, we developed a method 
for extracting and recognizing serial designation numbers using video images captured from a high posision with 
a wearable camera, which is easier to install than a video camera, having proved this allows recognition of serial 
designation numbers with high accuracy (Imai et al., 2023). Thus, we considered that it might be possible to extract 
and recognize the classification numbers of which the character size is smaller than that of the serial numbers. 
However, since the character size of a classification number is small, areas other than the classification number 
may be erroneously extracted. For this reason, we develop a highly robust method by using a deep learning method 
with high accuracy. 

Therefore, the purpose of this study is to devise a method for extracting the classification numbers using 
video images captured from high positions as a first step toward recognizing the classification numbers. 
 

 
 

Figure 1. Contents of a license plate 
 
1.2  Japanese License Plate 

The size of a Japanese license plate is 165 x 330 mm for light vehicles and 220 x 440 mm for heavy 
vehicles. A license plate consists of two-tiered character strings, with the Transport Branch Office and 
classification number in the upper row, and a hiragana letter and a serial designation number in the lower row. The 
size of each character is different for each type, with the size of the Transport Branch Office and hiragana letter 
being 40 x 40 mm for both light and heavy vehicles. The character size for the classification number is 40 x 23 
mm for light vehicles and 40 x 33 mm for heavy vehicles. The size for serial designation number is 80 x 40 mm 
for light vehicles and 120 x 60 mm for heavy vehicles. The Transport Branch Office that has jurisdiction over the 
address where the vehicle owner lives is put as a name of its place on the left side of the upper row. These names 
of the places include "Sakai", "Osaka", "Naniwa", "Iseshima", and so forth, consisting of 2 names of places with 
1 letter, 107 names with 2 letters, 20 names with 3 letters, and 2 names with 4 letters, 131 names in total. The 
classification number is put to the right of the Transport Branch Office, consisting of three digits. The vehicle type, 
such as light passenger cars, standard freight vehicles, and heavy special-purpose vehicles, can be determined by 
the first digit. License plates issued before 1998 may have a two-digit classification number, and as in the three-
digit case, the vehicle type can also be determined by the first digit. Hiragana letter refers to the letter put on the 
left side of the lower row and can be used to determine the use of the vehicle, such as private, rental, or commercial 
use. The serial designation number refers to the characters to the left of the hiragana letter, consisting of 4-digit 
Arabic numerals, with combinations from "1" to "9999". License plates are available in four colors: yellow, white, 
black, and green, which can be used to identify light vehicles, standard vehicles, and commercial vehicles. The 
license plate comes in four colors: yellow, white, black, and green. In recent years, license plates have been 
diversified as those with some patterns have been issued to promote revitalization of a region or tourism.  

In this study, we focused on classification numbers that can be used to distinguish between light and heavy 
vehicles in order to improve the accuracy of the determination between light and heavy vehicles. An existing study 
(Imai et al., 2023) has shown that serial designation numbers can be extracted with high accuracy using a process 
of detecting consecutive white pixels. However, since the character size of a classification number is smaller than 
that of a serial designation number, it is difficult to distinguish a noise from a classification number. Therefore, 
we considered that an object detection method based on highly accurate deep learning could be used to correctly 
extract the classification number. 
 
1.3  Existing research on the extraction and recognition methods of license plates 

Most research on license plates in Japan has focused on using the serial designation number to identify 
vehicles. For instance, one method concentrates on the luminance histogram of letter boundaries to extract the 
serial designation number (Nakao, 2011). This approach can accurately extract characters by focusing on minute 
changes in luminance in the gaps between characters. Another method utilizes the color difference between the 
license plate's background and its letters (Haneda, & Hanaizumi, 2013). This technique employs image 
binarization and labeling to separate the characters from the license plate's background. However, these methods 
can be challenging to apply when the vehicle cannot be captured from the front, or when the image is blurred. 

Recently, methods based on deep learning have been garnering attention. An example of such is a method 
that uses a convolutional neural network (CNN) to recognize characters on license plates captured by security 

Serial designation numberHiragana letter

Transport Branch Office Classification Number
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cameras (Tsuji et al., 2018). This approach improved recognition accuracy in images containing degradation, such 
as insufficient resolution and noise, by using a multi-structured CNN. Another method detects vehicles in video 
images taken from the roadside and recognizes license plates (Ozaki et al., 2021). This technique can count 
vehicles separately for small and large vehicles using deep learning, and it can recognize license plates with high 
accuracy through template matching. However, these methods face challenges, including low recognition accuracy 
for moving vehicles and their applicability only to single-lane roads. 

In existing research conducted outside of Japan, one method uses YOLO v2 to detect license plates and 
then employs Mask R-CNN to recognize characters (Cheng-Hung, & Ying, 2019). In this method, the use of deep 
learning has demonstrated that characters can be recognized with high accuracy if the shooting angle is within 45°. 
However, no existing studies have found a method for extracting license plate classification numbers from video 
images taken from high vantage points for traffic volume surveys. Therefore, in this study, we develop a method 
to extract license plate classification numbers by applying deep learning to video images of vehicles shot from 
oblique angles with a camera installed at a high location. 
 
2. METHOD 
2.1  Process Flow of the Proposed Method  

Figure 2 shows the flow of the process proposed in this study. The method consists of the learning function, 
the cross-sectional line setting function, and the extraction function. 
 

 
 

Figure 2. Process flow of the proposed method 
 

2.2  Input/Output Data and Preprocessing  
The learning function uses the images that labeled the area of the vehicle, the images that labeled parts of 

the vehicle such as the front and back, and the images that labeled the location of the classification number as the 
input, and the training model as the output. The extraction function, similar to an existing study (Imai et al., 2019), 
uses the video images captured at 4K resolution using a video camera set at a height of about 4.0 m from the 
ground and a vertical angle of about 20 degrees as the input, and the extraction results of the classification numbers 
as the output. As a pre-processing step for the estimation function, two cross-sectional lines are set on the video 
image using the cross-sectional line setting function. 
 
2.3  Learning Function 

This function consists of a process of constructing vehicle detection models, a process of constructing 
parts-identification models, and a process of constructing classification number detection models. 
 
(1) Process of constructing vehicle detection models 

The training data for this process is image labeling the area of the vehicle within the image shown in 
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cameras (Tsuji et al., 2018). This approach improved recognition accuracy in images containing degradation, such 
as insufficient resolution and noise, by using a multi-structured CNN. Another method detects vehicles in video 
images taken from the roadside and recognizes license plates (Ozaki et al., 2021). This technique can count 
vehicles separately for small and large vehicles using deep learning, and it can recognize license plates with high 
accuracy through template matching. However, these methods face challenges, including low recognition accuracy 
for moving vehicles and their applicability only to single-lane roads. 

In existing research conducted outside of Japan, one method uses YOLO v2 to detect license plates and 
then employs Mask R-CNN to recognize characters (Cheng-Hung, & Ying, 2019). In this method, the use of deep 
learning has demonstrated that characters can be recognized with high accuracy if the shooting angle is within 45°. 
However, no existing studies have found a method for extracting license plate classification numbers from video 
images taken from high vantage points for traffic volume surveys. Therefore, in this study, we develop a method 
to extract license plate classification numbers by applying deep learning to video images of vehicles shot from 
oblique angles with a camera installed at a high location. 
 
2. METHOD 
2.1  Process Flow of the Proposed Method  

Figure 2 shows the flow of the process proposed in this study. The method consists of the learning function, 
the cross-sectional line setting function, and the extraction function. 
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ground and a vertical angle of about 20 degrees as the input, and the extraction results of the classification numbers 
as the output. As a pre-processing step for the estimation function, two cross-sectional lines are set on the video 
image using the cross-sectional line setting function. 
 
2.3  Learning Function 

This function consists of a process of constructing vehicle detection models, a process of constructing 
parts-identification models, and a process of constructing classification number detection models. 
 
(1) Process of constructing vehicle detection models 
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Figure 3 a. The model is constructed using YOLOv4 (Bochkovskiy et al., 2020), which is a deep learning object 
detection method. 

 
(2) Process of constructing parts-identification models 

The training data for this process are gray-scaled vehicle area images shown in Figure 3 b and 9 kinds of 
manually labeled vehicle parts (front, back, left side, right side, top, front wheels, rear wheels, windshield, and 
license plate). The model is constructed using SegNet (Badrinarayanan et al., 2017), which is an image area 
division method based on deep learning. 

 
(3) Process of constructing classification number detection models 

The training data for this process is image labeling the classification number part of the license plate area 
image shown in Figure 3 c. The model is constructed using YOLOv4, as in the process of constructing vehicle 
detection models. 
 

 
 

Figure 3. Training data for each model 
 

2.4  Cross-sectional Line Setting Function 
 This function consists of the cross-sectional line setting process. The cross-sectional line setting process 

sets two cross sectional lines on the target road in the video (Figure 4). This allows limiting vehicles to those 
traveling in the front lane of the target road. In addition, by setting two cross-sectional lines, vehicles passing 
through the cross-sectional lines are detected and extracted over multiple frames. Moreover, to prevent excessive 
count of vehicles, a vehicle passing through two cross-sectional lines is counted as one vehicle. 

 

 
 

Figure 4. Example of setting up cross-sectional lines 
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2.5  Estimation Function 
This function consists of the license plate extraction process and the classification number extraction 

process. 
 

(1) License plate extraction process 
This process detects a vehicle in the captured video image and extracts the area of the license plate from 

the vehicle (Figure 5). First, the captured video image is analyzed using the vehicle detection model to detect a 
vehicle passing through two sectional lines over multiple frames, and the detected vehicle is extracted as a vehicle 
area image. Next, the vehicle area image is analyzed using the parts-identification model to generate images that 
identify the parts of the vehicle (hereinafter referred to as parts-identification images). Then, among the areas 
identified as the license plate from the parts-identification images, the area with the largest area is extracted as the 
license plate area image. 

 
(2) Classification number extraction process 

This process extracts the classification number from the license plate area image (Figure 6). First, the 
license plate area image is analyzed using the classification number detection model to detect the place of the 
classification number. Then, using the coordinate values obtained at the time of detection, the place of the 
classification number is extracted as a classification number area image. 
 

 
 

Figure 5. Flow of the license plate extraction process 
 

 
 

Figure 6. Flow of the classification number extraction process 
 

3. EXPERIMENT 
3.1  Experiment Overview 

In this experiment, the usefulness of the proposed method is verified by applying the proposed method to 
the video images captured by a video camera for the purpose of traffic surveys. The video images used for 
evaluation were taken with the video camera installed at a height of about 4.0 m from the ground and at a vertical 
angle of about 20 degrees, similar to the optimal shooting conditions clarified in the existing study (Imai et al., 
2019). The video images were taken during the daytime with a resolution of 4K and a frame rate of 30 fps. The 
target road had two lanes on each side with a speed limit of 50 km/h. Evaluation was made using the Percentage 
of correct answers calculated by dividing the number of vehicles of which the classification numbers were correctly 
extracted by the total number of vehicles evaluated. 

 
3.2  Experimental Conditions 

This experiment employs an existing model of YOLOv4 as the vehicle detection model. It also uses the 
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of the existing models, the F value of the license plate of the light vehicle is 0.907, and that of the heavy vehicle 
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location of the license plate classification number that were cut from the video images taken at different spots from 
those for the evaluation data (Figure 3 c). 
 
3.3  Experimental Results and Discussion 

Table 1 shows the results of the experiment. Table 1 shows that extraction succeeded for 536 out of 539 

License plate area image

Extraction

*Number plates are shown as masked.

Identification

Cross-sectional line

Video image Vehicle area image Parts-identification image

Extraction

Detection Extraction

vehicles, and the correct answer percentage was 99.4%, which means that it allowed to extract the location of the 
classification number with high accuracy. This result proved the usefulness of the classification number extraction 
method. 

A detailed review of the results shows that, as Figure 7 shows, it was possible to extract the location of 
the classification number regardless of the color of the license plate. It is considered that this is because the training 
data contained enough license plate area images of all colors. In addition, as the right side of Figure 7 shows, it 
was found that even if a part of the license plate is missing from the image, the classification number can be 
extracted correctly if the classification number is clearly visible. 

On the other hand, as Figure 8 indicates, the images with which extraction failed shows that when the 
Transportation Branch Office is put with three letters such as "Na-ni-wa" in the image, error of extraction tends to 
occur extracting the unnecessary parts other than the classification number. This is because most of the training 
data used to construct the classification number detection model consisted of 2-letter images such as "O-saka" and 
"Oki-nawa". Therefore, it can possibly be improved by reconstructing the learning model to include 3-letter images. 
In addition, as the right side of Figure 8 shows, the extraction of the classification number failed with the images 
in which the part of the classification number was not visible. This is because images with no visible characters 
cannot be prepared as training data, for a human visually confirms the location of the classification number and 
labels this part. In this regard, the use of a wearable camera capable of capturing images at 5.3K resolution may 
make it possible to capture images with the classification number visible. Furthermore, the purpose of extracting 
and recognizing the classification numbers is to determine whether the vehicle is a light or heavy. When the 
classification number is not visible, the shape of the vehicle can be applied to determine whether the vehicle is 
light or heavy. We think this result can be used to complement the determination. The authors' ultimate goal is to 
develop a method to identify the same vehicle using the license plate recognition results from video images 
captured by the cameras installed at multiple spots. An existing study (Imai et al., 2023) shows a potentiality to 
identify the same vehicle using the recognition results of serial designation numbers from the video images taken 
at multiple spots. Therefore, even for the vehicle of which extraction of the classification number failed at one 
spot, it may be possible to complement omissions of extraction of classification numbers by identifying the same 
vehicle from the recognition results of the characters other than the classification number.  

 
Table 1. Extraction results of classification numbers 

Number of 
vehicles evaluated 

Extraction 
Succeeded 
(vehicles) 

Extraction failed 
(vehicles) 

Percentage of 
correct answers 

(%) 
539 536 3 99.4 

 

 
 

Figure 7. Images with success in extraction of the classification numbers  
 

 
 

Figure 8. Images with failure in extraction of the classification numbers 
 
4. CONCLUSIONS 

In this study, we devised a method for extracting the classification numbers of license plates from the 
video images captured for the purpose of traffic surveys. As the classification numbers were extracted with high 
accuracy as a result of the demonstration experiment, the usefulness of the proposed method was verified. 

In the future, we will devise a method for recognizing the classification numbers using deep learning. In 
addition, since we used video images taken in the daytime under sunny conditions in this experiment, we will 
verify whether the video images taken at different times of the day or under different weather conditions can 
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2.5  Estimation Function 
This function consists of the license plate extraction process and the classification number extraction 

process. 
 

(1) License plate extraction process 
This process detects a vehicle in the captured video image and extracts the area of the license plate from 

the vehicle (Figure 5). First, the captured video image is analyzed using the vehicle detection model to detect a 
vehicle passing through two sectional lines over multiple frames, and the detected vehicle is extracted as a vehicle 
area image. Next, the vehicle area image is analyzed using the parts-identification model to generate images that 
identify the parts of the vehicle (hereinafter referred to as parts-identification images). Then, among the areas 
identified as the license plate from the parts-identification images, the area with the largest area is extracted as the 
license plate area image. 

 
(2) Classification number extraction process 

This process extracts the classification number from the license plate area image (Figure 6). First, the 
license plate area image is analyzed using the classification number detection model to detect the place of the 
classification number. Then, using the coordinate values obtained at the time of detection, the place of the 
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Figure 5. Flow of the license plate extraction process 
 

 
 

Figure 6. Flow of the classification number extraction process 
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achieve the same level of accuracy. Furthermore, since some of the images captured at 4K resolution did not show 
visible classification numbers in the experiment, we will verify whether the extraction accuracy can be improved 
by using a higher resolution of 5.3K. Finally, since license plates with some patterns have been distributed in Japan 
in recent years, we will verify whether the proposed method is also useful for such license plates. 
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Abstract: Scaffolding is a temporary structure supporting the construction and maintenance of buildings. 
Although it is a crucial component for construction progress, it does not receive much attention. Thus, there is a 
need for a tool assisting scaffolding supervision. Image segmentation from deep learning has proved its ability in 
various knowledge fields and may be applicable to this challenge. Nevertheless, accurate ground truth labeling is 
necessary for artificial intelligence training to get a satisfactory image segmentation result, but carefully labeling 
each image is very labor-intensive and time-consuming, especially with the scaffolding that usually got occluded 
by both natural and fabricated objects. Reducing the quality of the labeling can decrease the processing time but 
may significantly reduce the accuracy of the segmentation. Therefore, it is crucial to compromise between the time 
and quality of the labeling to raise the productivity of the entire process. The result shows that using rough labeling 
to train deep learning for scaffolding segmentation can reduce the data preparation time while sacrificing only a 
small amount of segmentation precision.  
 
Keywords:  Scaffolds, Deep learning, Image segmentation, Rough labeling 
 
1. INTRODUCTION 

The construction industry is one of the most important industries in numerous countries with millions of 
people involved in this supply chain. On the other hand, construction sites are dangerous because they have a high 
level of casualties (Kurien et al., 2018). One of the major causes of accidents on site comes from temporary 
structures, and scaffolding is responsible for one-fourth of this fatality rate in South Korea (J. Kim et al., 2022). In 
order to properly inspect scaffolding, the site practitioners have to do the site visit and climb up these structures to 
check by themselves although it can harm them in such process. 
 

 
 

Figure 1. Scaffolding installation 
 

Currently, some technologies can assist in the visualization of these temporary structures thus, the 
inspectors do not have to closely examine such as Xu et al. (2018) that utilized the Random Forest classifier and 
Random Sample Consensus (RANSAC) (Fischler & Bolles, 1981) to segment the point cloud of the scaffolding, 
which had only 40% accuracy for deck segmentation due to the occlusion and manual selection of reference. J. 
Kim et al. (2022) proposed the use of Simultaneous Localization and Mapping (SLAM) from a robotic dog to 
create point clouds and then utilized various techniques to clean and segment each bar that does not have occlusion. 
Their limitation is that the scaffoldings on sites are usually covered with safety sheets like the example in our 
manuscript, which will greatly reduce the number of point clouds of the bars. Moreover, segmenting the 
scaffolding as a whole is more realistic to the site practice and will reduce the computational time greatly. Khan 
et al. (2022) proposed the use of machine learning to detect the worker by combining the support from equipment 
with the Internet of Things (IoT) to know if the workers act along with the safety requirement. Then, they 
implemented computer vision to track if that worker is inside the scaffolding, which is already prespecified the 
boundary by the user. Their limitation is that there is no depth awareness in this study therefore, if the worker 
stands in front of the scaffolding, their system will treat this situation as if the worker is using the scaffolding.  
  

achieve the same level of accuracy. Furthermore, since some of the images captured at 4K resolution did not show 
visible classification numbers in the experiment, we will verify whether the extraction accuracy can be improved 
by using a higher resolution of 5.3K. Finally, since license plates with some patterns have been distributed in Japan 
in recent years, we will verify whether the proposed method is also useful for such license plates. 
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The visualization from closed-circuit televisions (Cheng & Wang, 2018) and drones (Ham et al., 2016) 
may also be able to assist in the inspection of the scaffolding. Nevertheless, it is still challenging for safety issues 
because there is a need for expert individuals to judge whether the condition is safe. This limitation can be further 
supported by deep learning, which is one of the most trending technologies in artificial intelligence (AI). Deep 
learning, combined with computer vision approaches, provides computers with the skills to understand a specific 
pattern in an image or video by learning through preconstructed datasets (Kannan et al., 2019) and proves to be 
successful in various scopes, for example, medicine (Kannan et al., 2019), agriculture (Zabawa et al., 2020), and 
urban planning (Xia et al., 2021). This technique is widely called image segmentation. 

However, the result of deep learning-based detection heavily relies on the quality of the training datasets 
(Karimi et al., 2020). Therefore, it is very difficult for some subjects to achieve satisfactory results due to the 
availability of data (Sun & Hardoon, 2010). This problem directly affects the utilization of deep learning with 
scaffolding because they are usually ignored by stakeholders (K. Kim et al., 2018) even though their cost can be 
up to 15 percent of the total construction cost (Hou et al., 2017). Another challenge of implementing deep learning-
based image segmentation is the laborious and time-consuming preparation of image data, especially with 
scaffolding that is often occluded by prefabricated objects, existing buildings, and vegetation. Thus, the labelers 
have to spend more time and concentration highlighting the ground truth for the training of the deep learning model, 
which might not be favorable to the site practitioners who usually have diverse activities to be done daily (Yang 
et al., 2015).  
 

 
 

Figure 2. Scaffolding occluded by vegetation  
 

Reducing the quality of the ground truth by roughly labeling the scaffolding can decrease the workload of 
the labelers, but the wrongly trained pixels will be treated as noises and reduce the accuracy of the detection 
(Karimi et al., 2020). This tradeoff is tricky and needs to be evaluated because if it is feasible to sacrifice some 
detection accuracy for a better reduction of preparation time, it might encourage more stakeholders to support the 
use of deep learning to timely inspect the scaffolding without human intervention hence, decreasing the fatality 
rate from the construction site. 
 
2. RESEARCH METHOD 

To achieve the research objective of this study, which is to investigate the effect of rough labeling 
on scaffolding detection using deep learning, the research method is separated into four parts as follows: 
 

 
 

Figure 3. The research method of this study 
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2.1  Dataset Creation 
The testing dataset in this study is separated into two datasets based on the quality of the labeling. The 

first dataset was created by labeling the scaffolding to be as realistic as possible. The existing buildings, objects, 
and vegetation were avoided when creating the boundary of each scaffold label. This dataset served as the ground 
truth of the current practice that the labelers must try their best not to create noise in the training. The second 
dataset was a roughly labeled dataset that did not remove the occluded components from the ground truth of the 
training. The difference between the two labelings is shown in Figure 4. It can be seen that the occluded objects 
such as fences and vegetation were omitted from the labeling in the detailed labeling dataset. In contrast, these 
occluded components were included in the labeling for the rough labeling dataset. The boundary in these two 
datasets was also a little different. In the detailed labeling dataset, the boundary tightly fits the scaffolding. On the 
other hand, the boundary in the rough labeling dataset does not exactly overlap with the real end of the scaffolding 
to reduce the preparation time of such dataset. 
 

  
a) Detailed labeling    b) Rough labeling 

 
Figure 4. Example of apartment construction in the training set 

 
The size of the training images was 512 x 384 pixels in PNG format. The original images in both datasets 

were the same to eliminate the bias of the result. They were digital images of the scaffolding from various 
construction sites in Japan captured using a commercial mobile phone. The mobile phone was selected as data 
acquisition equipment because site practitioners usually take images on their sites to do their field reports with 
mobile phones (Chen et al., 2015). The total images in each dataset were one hundred-forty images, one hundred-
twenty images in the training set, and twenty images in the evaluation set. Please be noted that the images in each 
set did not appear in another set to raise the generalization of the testing. 
 
2.2  System Development 

The architecture of the system in this study was inspired by U-Net (Ronneberger et al., 2015) and 
YOLACT (Bolya et al., 2019). U-Net was able to achieve high-accuracy results from numerous scopes of studies 
that had a small amount of available training data (Izutsu et al., 2019). It consists of encoder and decoder parts that 
utilize copy-and-crop procedures to do the data augmentation from the available data. On the other hand, YOLACT 
separates tasks inside the network into two groups, which are prototype mask generation to roughly create possible 
masks and mask coefficient calculation that focus on the prepared prototype masks instead of the entire picture. 
The masks that have a higher set coefficient will be kept for the segmentation. The input of the system was the 
original images and the output was those images with highlights showing the possible scaffolding inside each 
image. U-Net and YOLACT were separated entirely from the training, testing, and evaluation.  
 
2.3  Deep Learning Training 

For U-Net, the training implemented a decay rate of 0.995 and the learning rate of 10-5. Meanwhile, the 
training of YOLACT utilized the original setting of the network from Bolya et al. (2019). The batch size of both 
evaluations is eight. The training had continued for three hundred epochs. Finally, the minimization of the loss 
function was utilized for the training.  
 
2.4  Result Discussion and Conclusion 

The evaluation of the results relied on the F1 score, which can be calculated from the precision and recall 
of the system (Saovana et al., 2020) for the testing using U-Net. In contrast, the evaluation of the results from 
YOLACT testing implemented mean average precision (mAP) as the criteria for judging the impact of rough 
labeling. The average preparation time per image of each dataset was also recorded to justify the time difference 
between the two datasets. 
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3. RESULTS 
The performances of the systems training on both datasets over learning time are shown in Figure 5 for  

U-Net and Figure 6 for YOLACT. Moreover, all of the final variable values for evaluation are shown in Table 1.  
 

 
 

Figure 5. The F1 score of the segmentation from U-Net over the learning time of each dataset 
 

 
 

Figure 6. The mAP of the segmentation from YOLACT over the learning time of each dataset 
 

Table 1. The performance of the system after training for 300 epochs 

Datasets The F1 score of the 
segmentation from U-Net 

The mAP of the segmentation 
from YOLACT 

The labeling time 
(minutes/image) 

Detailed labeling 0.8073 42.57 1.32 
Rough labeling 0.8445 38.50 0.45 

 
Surprisingly, the F1 score of the detailed labeling dataset testing with U-Net was lower than the rough 

labeling dataset although, in theory, the quality of the labeling should be higher. The F1 score of the detailed 
labeling dataset was 0.8073 meanwhile, the F1 score of the rough labeling dataset was 0.8445. The difference is 
about 0.04. From the graph, it can be seen that although the detailed labeling dataset started with a better F1 score 
in the first one hundred fifty epochs, the F1 score of the rough labeling dataset kept gradually higher than the 
former one after that.  

For YOLACT, the training using the detailed labeling dataset was able to achieve higher performance 
than its opponent for the entire training process. The final mAP of the training using the detailed labeling dataset 
was 42.57 and 38.50 for utilizing the rough labeling dataset as a training dataset, about 9.50% lower. 

Furthermore, the time used for the labeler to finish preparing the ground truth for an image inside the 
rough labeling dataset was about three times shorter than when they had to finish an image for the detailed labeling 
dataset. The samples of the original images and their corresponding ground truths and results from using both 
datasets are shown in Figures 7 and 8.  
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a) Original image    b) Ground truth 

  
c) U-Net result from detailed labeling   d) U-Net result from rough labeling 

  
e) YOLACT result from detailed labeling  f) YOLACT result from rough labeling  

 
Figure 7. The first sample of an evaluating image and its corresponding images 

 
4. DISCUSSION 

From the result of the U-Net evaluation, the lack of performance from implementing the detailed dataset 
came from the reduction of generalization due to overfitting. It can be seen from Figures 7c and 8c that the system 
struggled to segment a vast area inside the scaffolding such as the center, the seams of the safety sheets, and the 
steel bars of the scaffolding. Introducing noise to the AI can decrease the performance of such AI however, a small 
amount of noise for a small set of data can raise the generalization of the detection hence better performance (Cires 
et al., 2010; Zur et al., 2009). As can be seen from utilizing the rough dataset for training, it affected the 
segmentation to be better, by about 5%. From Figures 7d and 8d, the segmentation was done smoothly in numerous 
parts of the image. However, because of the noise, some unrelated buildings were also segmented as a false positive, 
and parts of the scaffolding especially the boundary were left out of the highlighting.  

For the evaluation of YOLACT, most of the scaffolding was properly segmented when implementing the 
detailed labeling dataset except for the central part of the scaffolding (Figures 7e and 8e). Nevertheless, although 
the segmentation from training using the rough dataset was able to segment the scaffolding fully, there were errors 
from detecting unrelated components such as a light pole and an adjacent structure resulting in a lower mAP of 
the segmentation (Figures 7f and 8f). Moreover, the boundary of the scaffolding also did not tightly fit the ground 
truth for training. This occurrence will make further processes complicated if the boundary of the scaffold is needed 
such as the projection of a three-dimensional mask to the point cloud (Saovana et al., 2021) or progress calculation. 
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a) Original image    b) Ground truth 

  
c) U-Net result from detailed labeling   d) U-Net result from rough labeling 

  
e) YOLACT result from detailed labeling  f) YOLACT result from rough labeling  

 
Figure 8. The second sample of an evaluating image and its corresponding images 

 
The major advantage of implementing rough labeling for scaffolding image segmentation is the reduction 

of time and labor for dataset preparation. There was a 65.90% decrease in labeling time for making the ground 
truth of the training. 
 
5. CONCLUSIONS 

Scaffolding is the major cause of fatality in the construction industry. Therefore, there is a need for an 
assistance tool to visualize and monitor these temporary structures instead of a site visit by the staff that can expose 
them to dangers. One of the promising technologies is deep learning combined with computer vision, which can 
enable a computer to visualize such structures with pre-trained knowledge from a dataset. Nevertheless, 
scaffolding required a vast amount of time to prepare a dataset because it is usually obstructed by other components 
resulting in discouraging the busy site practitioners to implement this proposed process. 

In conclusion, although the results from the detailed labeling dataset were inferior to the training with the 
rough labeling dataset for U-Net, the benefit of using the detailed labeling dataset is the clear boundaries between 
the scaffolding and other objects. However, there might be numerous voids hindering the performance that needed 
to be filled or modified before further utilization. The usage of a rough labeling dataset is possible because although 
the precision of the segmentation was sacrificed by 9.50% of mAP for YOLACT, the duration of time for data 
preparation was drastically decreased by 65.90%. 
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In conclusion, although the results from the detailed labeling dataset were inferior to the training with the 
rough labeling dataset for U-Net, the benefit of using the detailed labeling dataset is the clear boundaries between 
the scaffolding and other objects. However, there might be numerous voids hindering the performance that needed 
to be filled or modified before further utilization. The usage of a rough labeling dataset is possible because although 
the precision of the segmentation was sacrificed by 9.50% of mAP for YOLACT, the duration of time for data 
preparation was drastically decreased by 65.90%. 

The limitation of this study is the small number of images in each dataset which may provide a 
disadvantage to the detailed labeling dataset because there are fewer patterns to learn. Furthermore, this situation 
can also raise the performance of the training using the rough labeling dataset due to better generalization (Cires 
et al., 2010; Zur et al., 2009). The suggestion for further research is to raise the number of images inside both 
datasets. If the data acquisition is difficult due to the availability of scaffolding images, the researcher may consider 
a data augmentation technique that can synthesize training data by adding flipping, brightness adjusting, and 
rotating to the existing data to create more trainable input images. 
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Abstract: The COVID-19 pandemic has caused a significant impact on various aspects of our lives, including 
transportation. This study aims to analyze transportation volume during the pandemic from a textual perspective 
using a BERT-based model. We collected textual data from the daily press release issued by Taiwan Centers for 
Disease Control (CDC) to capture people’s reaction in terms of transportation under these pandemic-related 
information and policies. We explore people’s behavior under the government’s policy related to the pandemic by 
predicting the Taipei Metro’s traffic volume based on the textual data. Our study demonstrates ways of using the 
Bidirectional Encoder Representations from Transformers (BERT) based models to predict the traffic volume 
during the pandemic through textual data. Policymakers could take our findings as reference to provide effective 
transportation services to meet people’s changing needs during and after the pandemic. 
 
Keywords:  COVID-19, Transportation, Natural Language Processing (NLP), BERT 
 
1. INTRODUCTION 

The COVID-19 pandemic has had a significant impact on transportation systems across the globe. The 
spread of the virus has resulted in governments implementing various measures to contain it, such as lockdowns, 
travel restrictions and social distancing guidelines. These measures have led to a reduction in demand for 
transportation services, affecting various modes of transport, including aviation, rail, road, and marine 
transportation. 

The Taipei Metro, also known as the Taipei Mass Rapid Transit (Taipei MRT), is a rapid transit system 
servicing the cities of Taipei and New Taipei in Taiwan, with an average daily ridership of approximately 2 million 
people. In response to the pandemic, the Taiwanese government implemented various measures, including 
universal mask wearing and launching extensive public education campaigns to raise awareness about the virus 
and how to prevent its spread. As a result, the Taipei Metro’s ridership has been significantly impacted, with an 
average daily ridership of approximately 0.5 million during the peak of the pandemic in 2021, representing a 75% 
decrease compared to the normal situation. Figure 1. shows the daily confirmed cases of COVID-19 in Taiwan 
and Daily volume of the Taipei Metro. 

The reduction in ridership has also led to a significant revenue loss for the Taipei Metro. To address this 
issue, the Taipei Metro has implemented various measures to reduce its operating costs, such as reducing train 
frequency during off-peak hours and limiting the use of air conditioning systems in stations and trains.  

 

 
 

Figure 1. Daily confirmed cases of COVID-19 in Taiwan and Daily volume of Taipei Metro 
To adjust to the change in traffic volume during the pandemic, transportation operators have implemented 

a range of strategies to optimize resources, reduce costs, and maintain safety for passengers. These strategies 
include flexible scheduling, promotion of alternative modes of transportation, implementation of contactless 
payment systems, regular cleaning and disinfection, and clear communication with passengers. Real-world 
examples of such strategies can be seen in cities like London, Sydney, and New York City. Transport for London 
(TFL) introduced a new timetable to reduce the number of buses and trains running during peak hours, reflecting 
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the reduced demand for services. In Sydney, Transport for NSW implemented new measures to promote social 
distancing on public transportation and increased cleaning and disinfection. In New York City, the Metropolitan 
Transportation Authority (MTA) reduced the frequency of subway services and introduced measures to increase 
cleaning and disinfection of vehicles and stations. A case study based on the COVID-19 pandemic revealed that a 
well-planned subway system in New York City can sustain 88% of transit flow while reducing the risk of disease 
transmission by 50% relative to fully-loaded public transit systems (Luo et al., 2022). 

To implement the above strategies, it is crucial for operators to monitor and analyze the traffic data to 
understand the impact of the pandemic on traffic volume and patterns. This data can be helpful in decision-making 
and adjustments to operational strategies, accordingly. Previous studies have analyzed the link between COVID-
19 and traffic volume. A big-data-driven analytical framework was proposed to assess the human mobility trend 
during COVID-19 pandemic (Hu et al., 2021). The effects of the COVID-19 pandemic on road traffic collisions 
are reviewed (Yasin et al., 2021). The changes in urban traffic volume and air pollutant concentrations before and 
after the outbreak of the pandemic was also investigated (Tian et al., 2021). 

However, the situation is different in Taiwan. Taiwan was quick to recognize the potential danger of the 
COVID-19 pandemic and implemented a range of measures to prevent its spread. This means that the traffic 
volume in Taiwan has been reduced due to government policies and regulations even before the outbreak of the 
pandemic. As a result, an analysis based solely on the number of confirmed cases would not be able to accurately 
predict the actual increase or decrease in traffic volume. In order to capture the difference in travelers’ behavior 
impacted by the government policies, an analysis through textual data containing the specific information is 
needed. 

In this study, we utilize the daily press releases issued by the Taiwan Centers for Disease Control and 
Prevention (CDC), a government agency responsible for disease prevention and control, health promotion and 
emergency response, as our data source to predict the volume of Taipei Metro. The CDC issues daily press releases 
to provide the public with updates on the latest information related to infectious disease and other public health 
issues. During the pandemic, these press releases typically include information on the number of confirmed cases, 
suspected cases, and deaths of COVID-19, as well as updates any new measures being implemented to control the 
spread of the disease. 

We propose to build a Bidirectional Encoder Representations from Transformers (BERT) based model to 
extract hidden information from the daily press releases issued by the CDC. BERT is a state-of-the-art Natural 
Language Processing (NLP) model that has shown great success in extracting information from unstructured text 
data. Our model will be trained using a large corpus of press releases during the pandemic and the daily volume of 
Taipei Metro from the same time periods. By analyzing the text data and traffic volume together, we aim to identify 
any patterns or correlations that may exist between the two. This approach could help to uncover hidden factors 
that contribute to changes in traffic volume during the pandemic, providing valuable insights for policymakers and 
transportation planners. 
 
2. METHOD 
2.1  Data Preprocessing 
(1) Daily Press Releases Data 

First, the date is included in the daily press releases issued by the CDC. Since this study could be seen as 
a time-series analysis, meaning the volume of public transportation and the severity of the pandemic are both 
highly dependent on the time, we analyzed the data with and without date information separately. This way, we 
can compare the results and explore the importance of date and time sequences in predicting traffic volumes. 

Data preprocessing is a critical step in building any NLP model. In this study, we use the “bert” preprocess 
mode in the ktrain package in Python to preprocess the textual press releases issued by the CDC. This approach 
involves tokenizing the text into individual words and converting them into numeric representations that can be 
processed by the model. We use the pre-trained BERT model to embed the words into a 200-dimensional vector 
space, where words with similar meanings are grouped together. This helps to capture the semantic meaning of the 
text and provides a better representation of the data for the downstream model. Additionally, the standard text 
preprocessing techniques, such as removing stop words, is applied to improve the quality of the input data. Overall, 
our data preprocessing approach ensures that the text data is appropriately transformed and ready for use in training 
our BERT-based model. 
(2) Daily Volume of Taipei Metro 

To deal with the volume data of the Taipei Metro, we followed several steps. First, we added up the 
number of inbound passengers at all stations to get the total trips of the metro system for each day. We then 
computed a seven-day rolling average of the daily volumes to capture the trend and smooth out the noise in the 
data. In addition, we applied a one-day lag to the volume data to account for the temporal impact of the CDC press 
release. Finally, since the target value, which is the volume of Taipei Metro, has a large range of values, the model 
may struggle to make accurate predictions as the errors can be amplified by the large scale of the target value. To 
improve the stability of the model during training and also make it easier to interpret the predictions, the volume 
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the reduced demand for services. In Sydney, Transport for NSW implemented new measures to promote social 
distancing on public transportation and increased cleaning and disinfection. In New York City, the Metropolitan 
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highly dependent on the time, we analyzed the data with and without date information separately. This way, we 
can compare the results and explore the importance of date and time sequences in predicting traffic volumes. 

Data preprocessing is a critical step in building any NLP model. In this study, we use the “bert” preprocess 
mode in the ktrain package in Python to preprocess the textual press releases issued by the CDC. This approach 
involves tokenizing the text into individual words and converting them into numeric representations that can be 
processed by the model. We use the pre-trained BERT model to embed the words into a 200-dimensional vector 
space, where words with similar meanings are grouped together. This helps to capture the semantic meaning of the 
text and provides a better representation of the data for the downstream model. Additionally, the standard text 
preprocessing techniques, such as removing stop words, is applied to improve the quality of the input data. Overall, 
our data preprocessing approach ensures that the text data is appropriately transformed and ready for use in training 
our BERT-based model. 
(2) Daily Volume of Taipei Metro 

To deal with the volume data of the Taipei Metro, we followed several steps. First, we added up the 
number of inbound passengers at all stations to get the total trips of the metro system for each day. We then 
computed a seven-day rolling average of the daily volumes to capture the trend and smooth out the noise in the 
data. In addition, we applied a one-day lag to the volume data to account for the temporal impact of the CDC press 
release. Finally, since the target value, which is the volume of Taipei Metro, has a large range of values, the model 
may struggle to make accurate predictions as the errors can be amplified by the large scale of the target value. To 
improve the stability of the model during training and also make it easier to interpret the predictions, the volume 

data is scaled between 0 and 1 using the normalization technique. This preprocessing approach allowed us to 
capture more accurately the underlying trend in the volume of the Taipei Metro. 
2.2  Model Construction 

BERT is a state-of-the-art NLP model developed by Google AI (Devlin et al., n.d.). It revolutionized the 
field of NLP by introducing a pre-trained, context-aware language representation system. BERT is based on the 
Transformer architecture, which utilizes self-attention mechanisms to capture the relationships between words in 
a sentence. 

Unlike previous models that predominantly relied on left-to-right or right-to-left contexts, BERT is 
designed to understand bidirectional language context. It is trained on a massive amount of text data to learn deep 
contextual representations of words. This pre-training involves masked language modeling, where random words 
in a sentence are masked, and BERT learns to predict them based on the surrounding context. 

BERT's pre-training allows it to be fine-tuned for a wide range of downstream NLP tasks, such as 
sentiment analysis, named entity recognition, and question answering. By incorporating contextual information, 
BERT captures intricate nuances and semantic relationships in text, resulting in impressive performance on various 
benchmarks and outperforming previous NLP models. Its versatility, accuracy, and ability to handle various 
language tasks have made BERT has made it a popular tool for many NLP applications, including applications in 
the transportation field (Rath & Chow, 2022). 

In this study, the news releases published by the CDC are relatively complex in terms of vocabulary and 
article structure. Moreover, the text length of a single news release is approximately between 500 and 700 Chinese 
characters, requiring the model to possess strong language comprehension abilities. BERT’s contextual 
understanding gained from the pretraining on a large corpus of text data is crucial in analyzing and predicting the 
factors affecting public transportation volume during the pandemic, such as government regulations and social 
distancing measures. 

We created a BERT-based regression model that was trained on the preprocessed data. The model 
consisted of multiple layers of transformers, with each layer consisting of one or several multi-head self-attention 
layers, dropout layers, and fully connected layers.  

Each transformer in the model performed a series of operations, including self-attention, feedforward 
neural networks and layer normalization. The self-attention mechanism enabled the model to identify the most 
important words and phrases in the input text by giving attention to different parts of the text at different levels of 
granularity. The feedforward neural network then processed the attended output to generate a set of feature 
representations, which were passed through the fully connected layer to produce the final prediction. Also, to 
prevent overfitting, we included dropout layers in the model. These layers randomly dropped out a certain 
percentage of the neurons during training, forcing the model to learn more generalizable features. Finally, we used 
layer normalization to normalize the output of each transformer, which helped to stabilize the training process and 
improve the model’s performance. 

The model was trained with a batch size of 6, learning rate of 2e-5, and for 5 epochs. The batch size was 
chosen for computational efficiency, the learning rate for stable convergence, and the number of epochs to balance 
underfitting and overfitting. In addition, to evaluate the performance of the model, we used the Mean Absolute 
Error (MAE) as our evaluation metrics. 
2.3  Random Split and Chronological Split 

We split the data into training and validation sets using an 80-20 split, with the validation set used for 
early stopping during training. 

As a time series regression problem, we observed that the order of the data points is important in the 
training and validation process. To address this, we experimented with splitting the data randomly and 
chronologically, where the first 80% of the data was used for training and the remaining 20% was used for 
validation. Comparing the results of the two splitting methods can provide valuable insights into the underlying 
characteristics of the data and inform the selection of an appropriate training strategy. 
 
3. RESULTS 

In this section, we present the results of our experiments using the BERT-based model to predict the 
volume of Taipei Metro based on daily press release issued by the CDC. We split the data into training set and 
validation set, and we experimented with two different approaches for splitting the data: randomly and 
chronologically (as mentioned in 2.3). Additionally, we experimented with two different types of input data: one 
including the date and one without (as mentioned in 2.1). 
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(a) Input text including date, random split (b) Input text including date, chronological split 

  
(c) Input text without date, random split (d) Input text without date, chronological split 

 
Figure 2. Training and validation curves for: (a) input text including date and using random split, (b) input text 
including date and using chronological split, (c) input text without date and using random split, (d) input text 

without date and using chronological split. 
 

Table 1. Validation MAE of different experiments 
 Random split Chronological split 

Input text including date 0.0534 0.1716 
Input text without date 0.1086 0.1307 

 
The results for the four different experiments are shown in Figure 2, and Table 1 shows the validation 

MAE in terms of normalized value of each experiment. To avoid verbosity, we will use Experiment (a), (b), (c), 
(d) to represent the four practices in the following content (corresponding to the numbering in Figure 2).  

 Figure 2 (a) shows the training and validation curves for using input texts including date and splitting 
training and validation set randomly. As we can see from the figure, the predicted volume of Taipei Metro closely 
follows the actual volume, with a validation MAE of 0.0534. Figure 2 (b) shows the training and validation curves 
for using input texts also including date but splitting training and validation set chronologically. The vertical dashed 
line in the figure indicates the boundary between training set and validation set. From the curves to the right of the 
dashed line in the figure, we can see that although the model is capable of roughly capturing the trend of the 
volume, the error is relatively higher with a validation MAE of 0.1716 comparing to the Experiment (a). 

Figure 2 (c) shows the training and validation curves for using input texts without date and splitting 
training and validation set randomly. The validation MAE in this case, with a value of 0.1086, is slightly higher 
than the result of Experiment (a), but lower than the one of Experiment (b). Finally, Figure 2 (d) shows the training 
and validation curves for using input texts without date and splitting training and validation set chronologically, 
also with a vertical dashed line indicating the boundary between training set and validation set. In this case, the 
validation MAE is at 0.1307, which is between the results of Experiment (b) and (c). 
 
4. DISCUSSION 

The results of the experiments suggest that the choice of input text and training/validation split strategy 
has a significant impact on the performance of the BERT-based model for time series regression. Experiment (a), 
which used input texts including date and randomly split training and validation set, achieved the best validation 
MAE of 0.0534. In contrast, Experiment (b), which split the data chronologically, resulted in a higher validation 
MAE of 0.1716. Comparing these two results, we can conclude that randomly splitting the data leads to better 
performance in terms of validation MAE. However, it is important to note that in cases like this, splitting the data 
chronologically may still be preferable. This is because it better reflects the real-world scenario where the model 
is trained on historical data and used to make predictions on future data.  

In Experiment (b), the model was still able to capture the trend of the volume but had relatively higher 
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performance in terms of validation MAE. However, it is important to note that in cases like this, splitting the data 
chronologically may still be preferable. This is because it better reflects the real-world scenario where the model 
is trained on historical data and used to make predictions on future data.  

In Experiment (b), the model was still able to capture the trend of the volume but had relatively higher 

error. This could be due to the fact that the model was not exposed to the data patterns that occurred after the 
training set, leading to poor generalization on the validation set. Another speculation is that since the text data 
contains date information, the model may predict the target value by interpolation-like methods based on the date 
of the data. 

In order to test the validity of this speculation, Experiment (c) and (d) are proposed. First, comparing the 
results of Experiment (a) and (c), when we removed the date information from the input texts, the performance of 
the model decreased in terms of validation MAE, which is as expected. Although the difference between 
Experiment (a) and (c) may seems relatively small, we can observe from Figure 2 that the prediction curve tends 
to oscillate more when the date information is removed from the input texts. This indicated that including date 
information can help the model better capture the temporal patterns in the data. 

Moreover, in Experiment (d) where the data was split chronologically but without date information, the 
model still achieved a validation MAE of 0.1307, making the difference between Experiment (c) and (d) much 
smaller than the difference between Experiment (a) and (b). This finding supports the above speculation. Without 
date information, the model may not be able to perform accurate interpolation for the predicted values. 

To construct a more robust and generalizable model, it is crucial to avoid the interpolation effect. 
Interpolation-based predictions rely heavily on the input data’s date information, which can lead to inaccuracies in 
the model’s performance when predicting future data. Based on these findings above, we suggest adopting the 
approach utilized in Experiment (d), which is using input texts without date and splitting training and validation 
set chronologically, to avoid being misled by overfitting curves similar to that in Figure 2 (a) when dealing with 
this type of problem. 

Furthermore, since the date information was obscured in both Experiment (c) and (d), we speculate that 
the difference in model performance between the two experiments may be attributed to the variations in the tone 
and writing format of the press releases across different periods during the pandemic. To improve the accuracy of 
the model in Experiment (d), we suggest adopting an adaptive approach to predict the target value on a daily basis 
and update the model accordingly in the future, which can lead to more effective predictions. 
 
5. CONCLUSIONS 

In this study, we conducted four experiments, each with a different format of input texts or a different way 
of splitting training and validation sets. 

In conclusion, the results of these experiments highlight the importance of selecting appropriate input texts 
and training/validation split strategies when building BERT-based models for time series regression. The results 
indicate that including date information in the input texts can help the model better capture temporal patterns in 
the data, but also lead to potential overfitting when the data is split randomly. On the other hand, although 
chronological splitting of the data may lead to less favorable performance since the model is not exposed to the 
data patterns occurring after the training set, it can better reflect real-world scenarios and improve the model’s 
generalization. 

Our findings also suggest that the interpolation effect should be avoided to construct a more robust and 
generalizable model. Interpolation-based predictions rely heavily on the input data’s date information, which can 
lead to inaccuracies in the model’s performance when predicting future data. Therefore, we recommend adopting 
the analysis approach utilized in Experiment (d), which is using input texts without date and splitting training and 
validation sets chronologically, to avoid overfitting and achieve a more authentic and applicable performance. 

Future work can focus on investigating the impact of variations in the tone of text data across different 
periods. Additionally, an adaptive approach is suggested to be adopted to predict the target value and update the 
model on a daily basis. Overall, these findings can provide insights for researchers and practitioners in the field of 
time series regression using BERT-based models. 
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Abstract: The increasing level of air pollution in urban areas has become a focus of many studies due to its 
detrimental impact on the health of the population. Vehicular emissions on roads have been identified as one of 
the primary sources of pollution. Numerous countries have proposed the complete electrification of vehicles as a 
measure to reduce pollution on roads; however, the actual impact of Electric Vehicles (EVs) versus conventional 
vehicles on pollution remains uncertain. Therefore, developing an accurate model to distinguish EVs on roads can 
enable us to better understand the impact of EVs on road pollution. 

Since EVs and conventional vehicles have no significant visual differences, visible light-based object 
detection is highly unreliable. However, thermal imaging can accurately distinguish the differences among these 
two types of cars. 

This study presents a transfer learning approach from a deep learning model and an open-source dataset 
with the thermal data we collected. Particularly, we count the portion of different type of cars with the car detection 
model and applied vehicle emission analysis. 

This study could be applied for assessment of personal exposure to emissions and related health impacts. 
This work also provides a reliable method for distinguishing between EVs and conventional vehicles on roads 
using thermal imaging, which can be extended to the identification of other types of EVs such as electric 
motorcycles, electric buses, and electric trucks. The extracted data is expected to also facilitate in different domains 
such as environmental analysis, traffic control, smart cities, and other related research.  
 
Keywords: Transfer learning, Deep learning, Object detection, Thermal imaging, Electric vehicle, Air pollution, 
Pollutant 
 
1. INTRODUCTION 

Air pollution has been considered a severe environmental problem recently. Besides climate change 
(Manisalidis et al., 2020), air pollution exposure is also harmful to the human health (Giugliano et al., 2005). In 
the field of transportation, we focus on the air pollution generated by vehicles, especially the pollution generated 
by vehicles on roads, which directly impacts people in proximity to the transportation network. For example, long-
term health of drivers, pedestrians, and even residents and business owners and customers near the roads could be 
effected. 

The electrification of transportation is a global trend, with many leading organizations and countries 
proposing similar policies to address pollution and carbon emissions. Examples include the United Nations 
Framework Convention on Climate Change (UNFCCC, 2022), the Zero Emissions Transportation Association 
(ZETA, 2023), the government of Norway which has set a target to sell only zero-emission cars by 2025 (Norsk 
elbilforening, 2023), and the United Kingdom which plans to phase out the sale of new gasoline and diesel cars 
by 2030 (GOV.UK, 2020). 

Although EVs can reduce pollution caused by burning gasoline, other sources of pollution caused by their 
heavier weight (Galvin, 2022), such as tire wear and road dust, are also worth investigating. In recent studies on 
the pollution of EVs, both laboratory tests (Woo et al., 2022) and analysis using pollution models (Skipper et al., 
2023) have been conducted.  

We found that there is a lack of research that analyzes on the pollution caused by mixed traffic flow, 
composed of EVs and traditional vehicles, on actual roads. There are many methods for object detection, with 
Mask R-CNN (He et al., 2017) and YOLO (Redmon & Farhadi, 2018) being the most commonly used. However, 
the training data used by these models does not include EVs. We need to collect data on EVs ourselves to enable 
our model to distinguish between EVs and non-EVs on the road. 

In their works, Takagi et al. (2014) and Li et al. (2017) distinguished EVs based on different acoustic 
features. In outdoor environments, there exist complex acoustic noise characteristics, which can worsen the model 
performance when the signal is captured by non-professional microphones.  

Wüstenberg et al. (2014) distinguished EVs from fossil-fueled vehicles using a mobile phone to measure 
the frequency of engine vibrations when a vehicle is idling, which can be limited to individual vehicles and cannot 
represent the traffic conditions of an entire road section.  
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Automatic license plate recognition (ALPR) is also considered an approach to distinguish EVs because 
some countries have some policies that EVs have their own unique style of license plate. Such as in Taiwan, the 
word "Electric Car" on license plates, using the letter "E" as a prefix, or implementing distinctive color markings 
are all possible ways to indicate the presence of an EV. However, this policy is not mandatory and is not for every 
country in the world. The reliability of this approach appears to be questionable. 

Švorc et al. (2020) suggested to detect EVs using thermal characteristics. The reason is because under 
adverse weather conditions, such as fog, snow, or heavy rain, the detection accuracy may be reduced considering 
visible spectrum image characteristics. It is necessary to replace or supplement the traditional camera-based 
methods with thermal imaging cameras. Also, some car manufacturers have introduced pure electric versions of 
popular models, which poses significant challenges in terms of visual recognition. 

Our objective is to use thermal imaging camera to record traffic flow and utilize YOLOv7 (Wang et al., 
2022) and transfer learning to develop a model that can distinguish EVs from non-EVs. IN addition, vehicles’ 
respective numbers should be calculated, and the contribution of EVs to air pollution should be analyzed by 
comparing them with simultaneously field collected air pollution data.   

 
2. METHOD 

We are going to introduce our methodology in this chapter. As shown in Figure 1. it is the total workflow 
of our work. We first use the transfer learning method to transfer the open-source dataset, then train the object 
detection model with our collected thermal images. After that, we count the number of vehicles of different 
categories with the trained object detection model. Then, the methodology for emission analysis is described. 

 

       
 

Figure 1. Total workflow 
 

2.1  Transfer Learning with the YOLOv7 Model 
Many prior studies require a dataset with accurate labels in order to extract image features, but creating 

such a dataset can be a time-consuming task. Transfer learning involves leveraging knowledge gained while 
solving one problem as source domain to address a different but related problem as target domain by capturing 
crucial information from the learning process.  

We use YOLOv7 (Wang et al., 2022) pretrained model trained with MS-COCO (Lin et al., 2014) dataset 
as our source domain, an open-source and reliable FLIR thermal image dataset (FLIR Systems Inc., 2022) as our 
target domain. We hope the deep learning model could be trained and can collect data in thermal image.  

 
2.2  Traffic Data Extraction  
(1) Semi-Automatic Labeling 

In this study, we utilized our model to recognize the collected traffic data. Specifically, the model was 
able to accurately classify different types of vehicles in the traffic flow, including motorcycles, cars, trucks, and 
buses. To modify the labels, we utilized the widely used labeling tool, labelImg, and changed the tag of certain 
targets from "car" to "EV".  
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In this study, we utilized our model to recognize the collected traffic data. Specifically, the model was 
able to accurately classify different types of vehicles in the traffic flow, including motorcycles, cars, trucks, and 
buses. To modify the labels, we utilized the widely used labeling tool, labelImg, and changed the tag of certain 
targets from "car" to "EV".  

(2) Vehicle & EV Classifier Model Construction 
In order not to do too many transfer learning which may lead to a catastrophic forgetting (Kirkpatrick et 

al., 2017). We redo the training process we conduct at section 2.1. But this time our target domain is the FLIR 
thermal image dataset (FLIR Systems Inc., 2022) and our thermal EV dataset. Details of samples are shown in 
Table 1. Figure 2. And Figure 3. show examples of EV samples and Non-EV samples under thermal image. 

  
Table 1. Quantity of EV and Non-EV samples. 

Type EV Non-EV 
Images# 1511 4127 

 

 
Figure 2. Examples of EV samples. 

 

  
Figure 3. Examples of Non-EV samples. 

 
(3) Vehicle Counting by Categories 

Whenever vehicles are detected by the deep learning model, detected vehicles are connected to the 
vehicles in the previous image frame. Specifically, the same vehicle in frame t and in frame t+1 would be associated. 
The Kalman Filter (Welch et al., 1995) and the Hungarian Algorithm (Kuhn, 1955) are applied for the association 
of detections into trajectories. we employed the Kalman Filter to estimate the position of a vehicle in the next 
frame by utilizing its current kinematic information. Then, we utilized the Hungarian Algorithm to match the 
predicted positions with the detected positions based on the minimum total distance with a constraint on the 
maximum distance between them. With the aid of the Kalman Filter, we could substitute the position of an 
undetected vehicle with its predicted position. Moreover, we combined the predicted position and the detected 
position to adjust the trajectory of a vehicle. StrongSORT (Du et al., 2022) is applied for the job Multi-Object 
Tracking (MOT), Kalman Filter and Hungarian Algorithm. The primary objective of developing this model is to 
count vehicles. To accomplish this objective, a counting line is defined in the image, which is used to count the 
number of vehicles that pass over it. The counts for EVs, Non-EVs, motorcycles, buses, and trucks are respectively 
counted. 

 
2.3  Emission Analysis 
(1) Data Collection 

The monitoring site was set on the roadside of Keelung Road, one of the main arterials in Taipei City. 
Keelung Road is a two-way road with three lanes in each way. 
(2) EV Contribution Analysis 

In order to assess the potential emission reduction resulting from car electrification. This involves 
identifying the contribution of EVs to different pollutant emissions. To accomplish this, a multilinear regression 
analysis is applied to identify the impact of EVs on ambient pollutant concentrations. Once the contribution has 
been determined, an analysis is conducted to assess the emission reduction from replacing traditional cars with 
EVs. To estimate traffic-related CO2 emissions, the background CO2 concentration, which has a high background 
value, needs to be removed from the measured concentration. Additionally, analyses are conducted for black 
carbon (BC) and nitrogen oxides (NOx) emissions. 
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3. RESULTS & DISCUSSION 
In thermal imaging, the most significant difference between EVs and internal combustion engine vehicles 

lies in the engine that burns gasoline. The rear-engine design is now outdated and almost invisible on the road. 
The temperature difference in the front engine area will be the focus of our deep learning model. Initially, we 
believed that this was the case, but after experimentation, we found that this would lead to false positives, where 
internal combustion engine vehicles are classified as EVs. We explored the reasons for this and found several 
factors: the materials used in new generation vehicles are better at insulation and more efficient at dissipating heat, 
or the engine is just starting up, also known as a cold car. This situation causes the temperature in the engine area 
to be less noticeable, leading to our model misclassification.  

However, we also found that even in a just-started vehicle, the tailpipe exhaust is very noticeable in the 
thermal image, while EVs do not produce exhaust emissions. Therefore, we hope to place the recognition judgment 
part in the rear view of the vehicle, hoping that the model can capture the difference and reduce the occurrence of 
misclassification. 
 
4. CONCLUSIONS 

This is an ongoing study, and the above results represent our current progress. Our goal is to develop a 
reliable deep learning model that can accurately identify EVs in traffic flow. Using this traffic flow data and 
measured pollution data, we aim to calculate the actual emissions from EVs in mixed traffic flow. We hope that 
this data will be useful for future research and serve as a reference for government policy-making. Furthermore, 
we hope that future researchers can develop models that can identify a wider range of vehicle types, and apply 
them to smart city and traffic control issues. 
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Abstract: Despite research efforts in the digital technology-driven third wave of construction occupational health 
and safety (OHS) management since the early 2000s, the construction industry is still plagued by numerous 
accidents. This underscores the persistent need for a comprehensive approach to improving safety. The objective 
of this research is to develop a Construction Safety Situation Ontology (CSS-Onto) that enables a formal definition 
of “safety situation” and facilitates the development of intelligent systems that improve situation awareness on 
construction sites. The NeOn methodology was adopted to reuse ontological and non-ontological resources to 
develop the CSS-Onto. The ontology consists of 11 core classes: actor, physiological state, psychological state, 
group, social dynamics and norms, climatic conditions, equipment, material, building element, digital technology, 
and task. The CSS-Onto was evaluated through a showcase to demonstrate its competency in accurately 
representing the safety situation. The paper concludes with a discussion on defining safety situations in 
construction sites, underpinned by a two-part examination. Firstly, a set of principles was outlined to serve as a 
foundation for identifying safety situations. Secondly, philosophical perspectives (both monism and dualists) on 
matter and mind were explored aiming to provide a deeper understanding of the ontological assumptions on safety 
situation. The discussion endeavors to contribute to ongoing conversations around situation awareness in 
construction safety. The framework bridges the knowledge gap by providing formal language to facilitate future 
information fusion, retrieval, mapping, and reasoning. Future research should be conducted to evaluate the 
coverage and usefulness of the CSS-Onto. 
 
Keywords:  Situation awareness, Situational awareness, Construction safety, Ontology, Safety situation 
 
1. INTRODUCTION 

The construction sector has been criticized for its elevated frequency of incidents worldwide. According 
to a report from Safe Work Australia (SWA), the employers’ 5-year average fatality rate in the Australian 
construction industry is 2.9, much higher than the national average of 1.1, thereby positioning it fifth among all 
industries (Safe-Work-Australia-(SWA), 2018). 

One of the primary obstacles faced by site workers is effectively managing site dynamics. In a bustling 
construction site, numerous actors, materials, and equipment operate concurrently. Maintaining an adequate level 
of attention during hazardous situations can be an arduous task for laborers. For instance, a heavy equipment 
operator may cause accidents by failing to notice other workers in their blind spot. Often, accidents occur because 
workers are unaware of their surroundings, such as a rigger working beneath a crane's load. Therefore, achieving 
and maintaining a sufficient level of situation awareness holds the potential to enable individuals to identify 
potential hazards, make informed decisions, and take proactive measures against accidents. Situation awareness 
(SA) has been defined as “the perception of the elements in the environment within a volume of time and space, 
the comprehension of their meaning, and the projection of their status in the near future” (Endsley, 1995). 

The information related to SA can be referred as SA requirements. SA requirements refer to the 
information that an operator ideally needs to know to make decisions and achieve goals. In the domain of 
construction safety, Goal-Directed Task Analysis (GDTA) is one of the most widely accepted methods for 
investigating SA requirements (Choi et al., 2020;Gheisari et al., 2010;Irizarry & Gheisari, 2013). However, GDTA 
has been criticized for several disadvantages. Firstly, it oversimplifies activities into an isolated hierarchy of goals, 
decisions, and information requirements that poorly model the contextual relationship between SA requirements. 
Secondly, it heavily relies on the subjective judgments of small groups of participants (10 to 20). Thirdly, it is 
time-consuming. Finally, it gives poor consideration to non-routine or unexpected tasks. The GDTA could have 
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1. INTRODUCTION 

The construction sector has been criticized for its elevated frequency of incidents worldwide. According 
to a report from Safe Work Australia (SWA), the employers’ 5-year average fatality rate in the Australian 
construction industry is 2.9, much higher than the national average of 1.1, thereby positioning it fifth among all 
industries (Safe-Work-Australia-(SWA), 2018). 

One of the primary obstacles faced by site workers is effectively managing site dynamics. In a bustling 
construction site, numerous actors, materials, and equipment operate concurrently. Maintaining an adequate level 
of attention during hazardous situations can be an arduous task for laborers. For instance, a heavy equipment 
operator may cause accidents by failing to notice other workers in their blind spot. Often, accidents occur because 
workers are unaware of their surroundings, such as a rigger working beneath a crane's load. Therefore, achieving 
and maintaining a sufficient level of situation awareness holds the potential to enable individuals to identify 
potential hazards, make informed decisions, and take proactive measures against accidents. Situation awareness 
(SA) has been defined as “the perception of the elements in the environment within a volume of time and space, 
the comprehension of their meaning, and the projection of their status in the near future” (Endsley, 1995). 

The information related to SA can be referred as SA requirements. SA requirements refer to the 
information that an operator ideally needs to know to make decisions and achieve goals. In the domain of 
construction safety, Goal-Directed Task Analysis (GDTA) is one of the most widely accepted methods for 
investigating SA requirements (Choi et al., 2020;Gheisari et al., 2010;Irizarry & Gheisari, 2013). However, GDTA 
has been criticized for several disadvantages. Firstly, it oversimplifies activities into an isolated hierarchy of goals, 
decisions, and information requirements that poorly model the contextual relationship between SA requirements. 
Secondly, it heavily relies on the subjective judgments of small groups of participants (10 to 20). Thirdly, it is 
time-consuming. Finally, it gives poor consideration to non-routine or unexpected tasks. The GDTA could have 

been more compelling if it had included an evaluation of the effectiveness of SA requirements. Defining what 
constitutes a safety situation is another fundamental issue in measuring the effectiveness of SA requirements. 
Kärkkäinen et al. (2019) have proposed a conceptual model known as the "situation picture" to improve digital 
and social information communication. However, the definition and modeling of a "safety situation" have been 
largely overlooked in the domain of construction safety research. 

Providing adequate and timely information is a highly effective strategy to achieve and maintain a safety 
situation. However, simply having an abundance of data does not guarantee meaningful insights. To convert data 
into useful information, a generic framework is needed to efficiently fuse, retrieve, map, and reason relevant data. 
This is particularly important when considering the intelligent-oriented third wave of construction occupational 
health and safety (OHS) management that emerged in the early 2000s (Gondia et al., 2023;Jin et al., 2019;Niu et 
al., 2019). Previous research has often focused on a single scenario. For example, Cheng and Teizer (2014) 
programmed an algorithm to create a visual representation of blind spots around tower crane. Elelu et al. (2023) 
developed an audio-based algorithm to detect potential collisions between equipment and labors. To facilitate 
effective construction OHS management, a systematic approach is required to gather and integrate contextual, 
heterogeneous construction safety data into meaningful information and useful knowledge. One theoretical 
framework that underpins the concept of a safety situation is situation theory, developed by Barwise and Perry 
(1983). The theory abstracts situations into three fundamental building blocks: individuals, properties and relations, 
and locations. Allowing mathematical precision in analyzing and describing complex situations is the main 
advantage of situation theory. Previous research efforts has conducted to provide safety insights. For example, 
Huang et al. (2018) developed a big data-driven safety decision-making framework to extract hidden safety insight 
from safety-related big data by data mining. To push the envelope further, effective construction OHS management 
requires a generic safety situation to define safety information, establish relationships between information, and 
measure SA. 

Ontology originates from metaphysics and refers to the nature of existence. In computer science, ontology 
is used to model and represent domain knowledge in a machine-readable format. In the data fusion community, 
Llinas et al. (2004) argued that ontology has the significant capacity to partition "situation" into hierarchical 
frameworks to support future algorithm development. In information science, ontology serves as a structured 
domain knowledge representation that includes classes, properties, and relationships aimed at facilitating the 
fusion, retrieval, mapping, and reasoning of information. An ontology has the capacity to automatically organize 
diverse data and transform it into contextual safety information. 

The objective of this paper is to develop a construction safety situation ontology (CSS-Onto). The goals 
of CSS-Onto are to establish an ontological framework for situational awareness requirements that enable 
computers to describe construction sites using formal language, and to facilitate the definition of "safety situation" 
in the context of construction sites. 
 
2. METHODOLOGY 

The research methodology employed for developing the CSS-Onto is the NeOn Methodology. Suárez-
Figueroa et al. (2015) developed this methodology, which consists of four fundamental phases: initiation, reuse, 
reengineering, and design (refer to Figure 1). Utilizing the NeOn Methodology provides numerous advantages, 
primarily focused on the capacity to reuse both ontological and non-ontological resources to ensure efficiency and 
strong consistency with other ontologies. 
 

 
 

Figure 1. Ontology development framework 
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The objective of specifying ontology requirements is to elicit the criteria that the CSS-Onto must satisfy. 
The purpose of the CSS-Onto is to models the dynamic construction sites in formal language to facilitate computer-
based SA improvement. The CSS-Onto centers on the domain of ensuring safety at construction sites. 
Physiological and psychological state of individual, social state of group, and state of other physical environmental 
elements represents three main levels of granularity in CSS-Onto. The CSS-Onto utilize the Web Ontology 
Language 2 (OWL 2) (Group, 2012) as the formal language. The CSS-Onto is intended to be used by a diverse 
group of end-users, including frontline workers, safety managers, and inspectors. Furthermore, the CSS-Onto is 
expected to be used for various purposes in the future, such as information fusion, retrieval, mapping, and 
reasoning. 

The reuse phase involves two sources of information: ontologies and non-ontological resources (NOR). 
Ontologies are categorized into two fundamental types: general ontology and domain ontology. The reuse of 
general ontologies aims to ensure maximum reusability across various domains by defining concepts such as space 
and time. After searching, assessing, and selecting a general ontology, OWL 2 was used to conceptualize the basic 
categories and relationships of the ontology. Nevertheless, the objectives of reusing domain ontology were to save 
time, reduce costs, and increase overall quality. In this specific research, the Active Fall Protection System 
Ontology (AFPS-Onto) (Guo & Goh, 2017) was reused. Subsequently, ontology statements selected from both 
general and domain ontologies were integrated to generate an extended ontology network. The NOR adopted in 
the research were 148 accident reports from the City-of-New-York (2023) and the Industry Foundation Class (IFC) 
from BuildingSMART-International-Limited (2020). 

In the reengineering phase, the AFPS-Onto underwent a modularization process that was facilitated by a 
combination of ontology partitioning and ontology module extraction techniques. This approach was employed to 
decompose the AFPS-Onto into interrelated modules, and to create more specialized sub-ontologies that could be 
reused in CSS-Onto. On the other hand, NOR were re-engineered through three steps. First, NOR were reverse 
engineered to information granules such as task, occupation, equipment, material, building element, environmental 
element, immediate factor, accident type, industry, spatial relationship, and temporal relationship. Second, the 
transformation was conducted to identify patterns, schemas, data models, and relationships that exist among 
information granules. Finally, the forward engineering generated an ontological model based on the information 
granules, patterns, relationships, etc. In the design phase, the process of integrating sub-ontologies from 
modularization and the ontological model from NOR re-engineering was undertaken by utilizing ontology design 
patterns (ODPs), resulting in the conceptualization of CSS-Onto. 
 
3. CONSTRUCTION SAFETY SITUATION ONTOLOGY 
3.1. The Purpose of CSS-ONTO 

Figure 2 depicts two blocks that are vertically stacked, each representing a cognitive process involved in 
achieving human SA. Conventional workers on construction sites typically rely on traditional cognitive processes 
to perceive and maintain SA. This involves complex cognitive processes such as attention, working memory, long-
term memory, and decision-making, which are driven by sensory inputs. However, this traditional approach may 
have its limitations. For example, when presented with ample data, information overload may occur, hindering 
accurate perception, comprehension, and projection. Moreover, biases inherent in individuals may impact their 
SA. Furthermore, cognitive processes like working memory and attention may not always be sufficient in volatile 
environments. 

Although research leveraging DT has been conducted to enhance workers' SA in construction sites (Cheng 
& Teizer, 2014;Elelu et al., 2023), the fragmented nature of the provided information (such as blind spots of 
equipment operators and collision warnings through auditory signals emitted by equipment) has led to significant 
gaps in knowledge, resulting in significant deficiencies in constructing the safety situation. The proposed ontology-
based DT-driven cognitive process aims to address these challenges by introducing a CSS-Onto that models the 
dynamic construction sites in a formal language to facilitate computer-based SA. Additionally, the development 
of a knowledge-based system to support computer-based perception, comprehension, and projection can be 
facilitated by integrating a reasoning engine such as case-based reasoning and rule-based reasoning (Goh & Guo, 
2018). In summary, it is expected that the combination of ontology-based DT-driven SA information requirements 
and a reasoning engine will assist computers in achieving perception, comprehension, and projection. Thereafter, 
human SA can be improved or maintained through SA information from computer systems. 
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3.2. An Ontological Model of Safety Situation 
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3.3. Class 
The notion of an actor encompasses all stakeholders involved in construction sites. The CSS-Onto defines 

actor roles based on the Australian and New Zealand Standard Classification of Occupations (ANZSCO) (Stats-
NZ & Australian-Bureau-of-Statistics-(ABS), 2022). For instance, the actor role comprises five major groups, 
namely managers, professionals, technicians and trades workers, machinery operators and drivers, and laborers. 

Physiological status refers to the overall condition of an individual's bodily functions at a particular 
moment. It can encompass various aspects of an individual's health and well-being, such as physical fatigue, heart 
rate, reaction time, and more. 

Psychological status can be defined as the state of an individual's mental and emotional well-being at a 
specific time. It encompasses a range of interconnected aspects of psychological functioning, including safety 
knowledge, safety attitude, safety consciousness, mental load, situational awareness, and so forth. 

A group is a collective of two or more stakeholders who collaborate to accomplish a shared task. Social 
dynamics and norms refer to the interaction approaches and unwritten rules between and among and within groups. 
The purpose of defining the group is to facilitate the modeling of attributes such as peer pressure, production 
pressure, and safety culture. 

Equipment refers to the machinery and tools utilized to execute various tasks, such as loaders, cranes, 
dumpers, and excavators. Materials are defined as a variety of substances utilized in constructing structures, such 
as concrete, steel, wood, and water. In the context of construction sites, building elements are characterized as 
distinct and separable components that combine to form a building or structure, including but not limited to 
flooring, columns, walls, beams, stairs, and roofs. Climatic conditions in construction sites encompass a range of 
meteorological and environmental factors, including wind, soil, air, and dust. Digital technology in construction 
sites refers to the use of digital tools and systems to improve safety, such as building information modeling (BIM), 
internet of things (IoT), and virtual reality (VR). 

The task in CSS-Onto is built upon the task definitions offered by IFC. Tasks in construction sites refer 
to the specific activities that need to be performed to complete a construction project. The IFC provides 12 types 
of tasks: attendance, construction, demolition, dismantle, disposal, installation, logistic, maintenance, move, 
operation, removal, and renovation (BuildingSMART-International-Limited, 2020). 
 
3.4. Relations 

Khoo and Na (2007) define semantic relations as “meaningful associations between two or more concepts, 
entities or sets of entities”. By providing a framework for establishing relationships between different entities, 
semantic relations facilitating the representation of contextual information in a structured and organized manner. 
The semantic relations adopted in the CSS-Onto can be grouped into the following types: 

• Hyperonym-hyponym relations: these refer to the hierarchical relationship between a general class 
(hypernym) and a more specific class (hyponym), also known as a supertype-subtype relation. Variations 
include “is_equivalent_to”, “is_similar_to”, “is_disjoint”, “is_opposite”, and “is_subclass_of” (El-
Diraby & Osman, 2011). A representative instance in the CSS-Onto is: “Laborers <has_subclass> 
Concreters”. 

• Meronym-holonym: these pertain to the interdependence between a whole entity (holonym) and its 
constituent parts (meronyms), also called a part-whole relation. An example in the CSS-Onto is: “Actor 
< has_subpart > Leg”. 

• Concept-object (instance-of) relations: these refer to the relationship between a concept (class) and an 
object (instance) that is an instance of that concept. For example, in the CSS-Onto, “A specific inspector 
<is_instance_of> Safety inspector”. 

• Cause-effect relations: these are elucidated by lexical causatives (also known as causative verbs). These 
lexical causatives include: “performs”, “produces”, and “is_used_in”. An example in CSS-Onto is: “Actor 
<performs> Task” 

• Spatial relations: these refer to spatial relationships between instances, such as “adjacent”, “inside”, 
“outside”, “intersect”, “has_distance”, “up”, “down”, “left”, “right”, “forward”, and “backward”. For 
example, Worker <under> Crane. 

• Temporal relations: these pertain to the relationships between instances in time. Variations including 
"before", "after", “concurrent_with”, "partially_overlapping_with", "during". To illustrate, “Crane flip 
over injury Worker <in the process>” 
 

3.5. Data Property 
El-Gohary and El-Diraby (2010) have provided a definition of property as “a characteristic that describes 

a thing”. Figure 4 shown the representative properties of main classes in CSS-Onto. The majority of these 
properties were obtained through reengineering processes of accident reports. However, it is important to note that 
certain properties were extracted through knowledge engineering processes, such as safety attitude, safety 
motivation, and trust in co-workers. 
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Figure 4. Key properties of main classes 
 
4. EVALUATION 

The competency of CSS-Onto was evaluated by describing a safety situation in an actual accident report 
from the City-of-New-York (2023). The classes, relations, and properties were highlighted in Figure 5 to showcase 
its competency in accurately representing the safety situation. 
 

 
 

Figure 5 Safety situation description 
 
5. DISCUSSION 

The term “safety situation” refers to the current state of safety in construction sites, encompassing several 
key aspects such as safety conditions, the presence of potential hazards and risks, the severity of risk, and the 
measures to mitigate risk. The CSS-Onto can be utilized to define and describe the safety situation. The following 
principles can aid in defining the safety situation: 

• The status of individual elements, including both classes and properties. 
• The spatial-temporal and cause-effect relationship amount individual elements. 
• A situation entails certain hazards, risks, and corresponding measures. 
The CSS-Onto can be utilized in conjunction with techniques such as data fusion, retrieval, mapping, and 

reasoning to facilitate comprehension of vast and intricate data, with the aim of supporting hazard identification, 
risk assessment, and risk mitigation in the context of construction safety. 

Firstly, for hazard identification, CSS-Onto can be used to model the safety situation in terms of 
individuals, groups, physical environmental elements, and tasks. This modeling approach, combined with data 
fusion techniques that integrate data from various sources, such as sensor data, guidelines, and accident reports, 
can be utilized to identify potential hazards. Retrieval techniques can also be utilized to extract safety information 
from safety databases that can assist in hazard identification. Additionally, mapping techniques can be used to 
visualize the location of hazards. Reasoning techniques can be utilized to identify potential hazards by analyzing 

A department of buildings (DOB) inspector reported that a tower crane was <engaged with> loading a four foot piece of 
scaffolding material on <top> of a trailer within the job site. <After> the load was <lowered> into place, a worker began 
unhooking the rigging gear so that the crane could <proceed> with the <next> lift. The gear was <detached> from the load 
and the crane hoisted <up> to clear the trailer and the loaded scaffolding <when>, ubeknownst to the worker, the rigging 
gear <snagged> the corner of the load that had just landed, which <caused> the load to <flip over> the <side> of the trailer and 
<bring> the worker <down>, injuring him <in the process>. The worker was found bleeding, but conscious, and was <taken to> 
a hospital by ambulance. 

Class <Relations> Property



98

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

the relationships between instances as modeled in the ontology. 
Secondly, in terms of risk assessment, CSS-Onto can be employed to model the safety situation regarding 

the likelihood and severity of potential hazards. Data fusion techniques can be used to integrate various hazard 
data to assess the likelihood and severity of risks. Retrieval techniques can be utilized to extract relevant 
information on the severity and likelihood of similar hazards from safety databases. Furthermore, mapping 
techniques can be employed to visualize the risks associated with each hazard on the construction site, while 
reasoning techniques can be used as an analysis method to evaluate the risks. 

Finally, CSS-Onto can be utilized to model the safety situation in terms of risk mitigation measures. Data 
fusion techniques can be used to integrate safety standards, best practices, and safety guidelines to identify 
potential risk mitigation measures. Retrieval techniques can be employed to extract effective risk mitigation 
measures from safety databases. Mapping techniques can also be utilized to visually identify potential risk 
mitigation measures on the construction site. Reasoning techniques can be employed to evaluate the effectiveness 
of different risk mitigation measures in reducing risks. 

A future ontology-based DT-driven construction safety situation aware site is likely to be an intelligent 
system that can provide the appropriate safety information to the correct stakeholders at the right time. Firstly, 
real-time safety data is likely to be gathered from a wide range of sensors. Secondly, artificial intelligence (AI) 
might power the safety data analysis. Thirdly, VR could be used to support remote safety inspection. Fourthly, 
augmented reality (AR) has the capacity to visualize real-time safety information. Finally, the system may be 
developed based on a cloud-based infrastructure, allowing ubiquitous access. 

The definition of a safety situation requires grappling with a fundamental inquiry surrounding its 
ontological nature, particularly whether it pertains to matter and/or mind. One notable perspective, namely monism, 
posits that matter and mind are the same. Material monism, as a form of monism, suggests that physical matter 
and natural laws can explain all things in the universe, including but not limited to mind, mental process, and 
consciousness. In defining the safety situation, the CSS-Onto aligns with the material monist perspective. This 
perspective is adopted due to the belief that the mind emerges from physical brain activity, and scientific 
investigation and experimentation of the brain can facilitate comprehension and elucidation of the mind. In other 
words, the mind is generally considered knowable within material monism. Conversely, mentalistic monism 
proposes that there is only one fundamental substance in the universe, and that substance is of a mental or spiritual 
nature. However, natural monism points out that matter and mind are one common substance. Specifically, mind 
and matter are considered as two sides of the same coin. On the other hand, dualism believes that matter and mind 
are two fundamentally different kinds of entities in the universe. Dualists maintain that the mind is a non-physical 
entity that exists independently of the body and brain, and the mind cannot be explained by physical processes in 
the brain alone. In conclusion, the philosophical perspectives on matter and mind have significant implications for 
defining and comprehending safety situations in construction sites. Specifically, the way we conceptualize the 
relationship between matter and mind impact how we perceive, comprehend, and project safety situation on 
construction sites. 
 
6. CONCLUSION 

The research employed NeOn to create a CSS-Onto that enables structured and standardized formal 
language representation on construction sites, with the primary goal of facilitating computer-based perception, 
comprehension, and projection of safety situations. Moreover, the study proposes several principles to define 
safety situations and elucidate the philosophical thinking behind them. The utilization of ontology-based systems 
in construction safety management can also aid in data fusion, retrieval, mapping, and reasoning to support hazard 
identification, risk assessment, and risk mitigation. 

Although the CSS-Onto provides a promising approach to enhance safety in the construction industry. 
The CSS-Onto has several limitations: (1) the ontology reuse is limited to AFPS-Onto due to time constraints; (2) 
the NOR is restricted to accident reports and IFC; (3) due to limited sample size (148) from accident reports, the 
CSS-Onto cannot representing all domain knowledge in construction site safety practice; (4) accident reports as 
secondary data negatively impact the analysis results; (5) accident report data sources is only from City-of-New-
York (2023); and (6) ontology evaluation was oversimplified. 

The CSS-Onto can be extended and updated over time to encompass more comprehensive safety 
knowledge and practices, and to adapt to changing circumstances and requirements. Future research is 
recommended as follows: (1) more construction safety ontology should be considered in reuse phase; (2) more 
NOR should be included. For example, safety standards, safety regulations, best practices, and safety guidelines; 
(3) cross-culture multi-disciplines GDTA should be conducted to gather comprehensive domain knowledge; (4) 
an objective historical hazards information collection method should be developed; and (5) task-based ontology 
evaluation should be conducted to evaluate coverage and usefulness of the CSS-Onto. 
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Abstract: Monsoon region, which Thailand is situated in, experiences frequent heavy rainfall, leading to recurring 
flooding problems. This is one of the serious natural disasters that cause significant damage to Thailand’s 
Infrastructure. Furthermore, human activities, such as the construction of railway tracks that obstruct the flow of 
water, and the inadequate natural drainage system also contribute to the problem. In order to analyze the area-
based risk factors that cause railway track flooding, 5 major factors, including average total rainfall in rainy season, 
waterway density, land use, slope, and elevation must be considered. The study utilizes computer vision techniques 
such as Digital Surface Model (DSM) and flooding simulation to illustrate the topography of the flood-prone area 
and the right of way of railway tracks. A Digital Surface Model (DSM) is used to illustrate the topography of the 
flood-prone area and right of way of railway tracks. A comprehensive map showing the likelihood of railway track 
flooding in the area can be generated via the digital surface model and flooding simulation. Moreover, the results 
from these techniques can help identify the railway tracks damage, track structure, and surrounding areas due to 
the influences of different flooding conditions. The outcome of this study will provide a robust flood risk 
management process that can effectively prevent railway track’s damages from natural disasters by utilizing 
computer vision technology to improve flood modeling accuracy. 
 
Keywords: Digital Surface Model, Disaster risk, Flood, Railway tracks, Computer vision 
 
1. INTRODUCTION 

Railway track flooding is a common occurrence in Thailand, especially during the monsoon season when 
heavy rainfalls lead to flash floods and river overflows which cause extensive damage to railway infrastructure up 
to 1.3 billion THB (SRT Annual Report, 2017). Flooding of railway tracks disrupts transportation and poses a 
significant risk to the safety of railway rolling stocks along with passengers and personnel. With the increasing 
frequency and intensity of extreme weather events due to climate change, railway infrastructure in monsoon 
regions is facing greater challenges to maintain operational efficiency and safety in long term.  

The issue of railway track flooding in Thailand is closely related to the country's floodplains. Western and 
Southern Thailand's geography are characterized by a network of rivers, which overflow their banks during the 
monsoon season, leading to extensive flooding (W. Jomwinya, 2017). The railway tracks, which run closely to the 
rivers, are often located in low-lying areas that are prone to flooding. When floodwaters rise, the tracks and fields 
become submerged, making the area unpassable. 

Moreover, flooded tracks can cause the soil beneath them to erode, wash the ballast away, leading to mud 
pumping and destabilization of the track bed and compromising the safety of the trains passing over them. This 
has led to a growing need for effective flood mitigation strategies and better disaster and extreme event 
management plans to minimize the impact of flooding on railway transportation. In this context, understanding the 
risk and prediction of railway track flooding in the regions, as well as exploring potential modelling solutions, are 
crucial for ensuring the predictability, reliability, and resilience of railway infrastructure. 

The area that we selected is the floodplain area in the Amphoe Meung Phetchaburi, Phetchaburi Province. 
The area between the Nong Pla Lai Station and Phetchaburi Station since area of interest had repeated flood over 
the course of 11 years from GISTDA data. (GISTDA Thailand Flood Monitoring System, 2023) The area, shown 
below in satellite imagery in Figure 1, is floodplain with some discharge network, land use of paddy fields, 
elevation between 0 – 10 meters. 
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Figure 1. Satellite image of area of interest 
 
2. METHOD 
2.1 Data Collection  

We associated some factors with a part of secondary data as in land use and slope since the primary data 
is incomplete or unavailable. By far, the secondary data that we use is the land use data that determine and label 
by photogrammetry method and usage of satellite imagery, and slope that determined by the 1-meter interval 
contour of the area which slope can be calculated by differences of elevation. The collection of data involved 5 
major area-based risk factors including average total rainfall in rainy season, waterway density, land use, slope, 
and elevation, in railway tracks flooding, from various sources in Table 1. 
 

Table 1. Data sources 
Data Sources Type of data Boundary of data 

Digital Surface Model GTOPO30/ NASA SRTM 
DEM30 

numeric -15 – 1506 m. 

Land Use Google Earth Imagery nominal field, residential 
Average Total Rainfall 

in rainy season 
Thai Meteorological 

Department 
numeric 0 – 13.6 cm. 

Elevation/ Slope 

Contour maps from 
Department of Geology, 

Chulalongkorn University 
NASA SRTM DEM30 

numeric -15 – 1506 m. 

Railway Tracks Department of Geography, 
Chulalongkorn University 

Line - 

Flood history 
Geo-Informatics and Space 
Technology Development 

Agency 

area and ordinal 0 – 9 

Waterway density Department of Geology, 
Chulalongkorn University 

line - 

Catchment Area Department of Geology, 
Chulalongkorn University 

area 0 – 2,210 km2 

Administrative District Department of Geography, 
Chulalongkorn University 

nominal - 

Extreme Weather 
Condition 

Thai Meteorological 
Department 

numeric 0 – 20 
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2.2 Flood Risk Index Calculation  
To estimate the risk of the railway tracks in floodplain area, we use the Flood Risk Index 

(MarshMcLennan, 2021), which describe the flood risk in 3 components which we modified to better suited for 
local area in Thailand and railway industry which will be described in the table 2 below. 

 
Table 2. Index Components, indicators and data sources 

Index components Indicators Data Sources 
Hazard Riverine Flood Digital Surface Model 

  Average Total Rainfall and 
thunderstorm in rainy season 

  Elevation/ Slope 
  Waterway density 

Exposure Railway Track 
Exposure 

Flood Area Maps: GISTDA 
 Railway Tracks Elevation: SRT 

Vulnerability Railway vulnerability Flood History: GISTDA 
 

To calculate the Flood Risk Index or FRI, the methodology that we used is to combine 3 components of 
risk as hazard in form of Flood Hazard Score (FHS), exposure as Flood Exposure Score (FES) and vulnerability 
as in Flood Vulnerability Score (FVS) into index in the form of Equation (1) which gives us the index to interpret 
and into risk map 

0.5( ) 0.3( ) 0.2( )FRI FHS FES FVS= + +                 (1) 
All of the data in Table 2 is interpreted into one score as in FHS, FES and FVS which can be obtained 

by Equation (2), (3), (4).  
( , , , )FHS f Elevation Slope Precipitation Thunderstorm=            (2) 
( , )FES f ArialExtent RailTrackElevation=                 (3) 
( )FVS f FloodHistory=                    (4) 

Which  f(x) is functions of variable that model automatically tunes  
FRI will be classified into 4 categories ranging from 0 – 1 which expressed in Table 3 

 
Table 3. Flood Risk Index 

Flood Index Range Risk Class Interpretation Potential Damages 
0 – 0.25 Low Risk Area The area potentially have some 

flood over the years that can be 
prevented or mitigated (Low 
FHS, FES, FVS) 

- Embankment seepage 
- Mud pumping 

0.25 – 0.5 Medium Risk 
Area 

The area potentially have some 
flood over the years that poses 
risk to railway embankment 
and needed to be repaired 
(Medium FHS, FES, FVS) 

- Embankment seepage 
- Mud pumping and track 
settlement 

0.5 – 0.75 High Risk Area The area mostly flooded over 
the years and poses threats to 
railway embankment which 
damages may extend through 
ballast and rail track, which 
needed to be close for 
operation and repair (High 
FHS, FES, FVS) 

- Embankment seepage 
- Ballast washaway 
- Mud pumping and track 
settlement 
- Track settlement due to 
ballast 

0.75 – 1  Repeated Flood 
Area 

The area potentially have 
repeated flood every other 
year. It poses significant 
threats to the railway tracks 
and embankment, which 
needed to be repaired and 
closed for unspecified period 
of time (Highest FVS) 

- Ballast washaway 
- Embankment scour 
- Mud pumping and track 
settlement 
- Track settlement due to 
ballast 
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2.3 Risk Index Interpretation  
(1) Idealize Track Condition. 

To reference the ideal condition of track. We use State Railway of Thailand’s standard for double track 
construction project. Which include engineering parameters, material properties and geometry of the track. Those 
data are presented in Table 4.  

 
Table 4. Engineering parameters, material properties and geometry of the track. 

Engineering Parameters Data 
Track Gauge 1 Meter 
Rail Section Bs100a 
Sleeper Type Prestress Concrete 

Sleeper Dimension 200 X 50 X 25 cm 
Ballast Material Andesite, Rhyolite 
Ballast Depth 

Embankment Height  
70 cm 
2-6 m 

 
Figure 2. Railway Embankment 

 
(2) Track Damage Interpretation from Flood Risk Index. 

Track damage can be interpreted from flood risk index by categorizing character of flood area. Which can 
be categorized into 2 characters. One-sided flood and Two-sided flood. Those 2 categories are different in behavior 
of failure. 

 
1.) One-sided flood 
One-sided flood can be determined as a section of track which has high flood risk index area on one side 

but low or insignificant flood risk index on the other side. Or both of them are very different in value. This type of 
flood tends to have high movement and force. which causes damage to the track structure via 3 different processes.  

Categorized by height and speed of the flood, 3 processes are described as in and in Figure 3 denoting by 
the letter (a), (b), and (c)  

(a.) Embankment seepage 
Embankment seepage caused by one-sided flood with water level is lower than ballast level. Or described 

as water level are within the area of embankment. According to State Railway of Thailand’s standard for double 
track construction project. Track embankment is constructed by compacting earth materials. This type of material 
can have a phenomenon that existing water on one side of the material tends to move to the other side. Called 
water seepage. This phenomenon creates seepage force which can damage the track embankment. Causing 
embankment material to wash away on the other side of the flood. 

(b.) Ballast washaway 
Ballast washaway caused by one-sided flood with water level is higher than ballast level. Creating 

overtopping flow of flood. Which can wash away ballast with it. Track with missing ballast can affect strength and 
stiffness of the track. 

(c.) Embankment scour 
Embankment scour caused by one-sided flood with water level is higher than ballast level and have 

extreme velocity. A great amount of force created by water streams can damage whole structure. making the whole 
embankment fail and collapse. 
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Figure 3. Type of Railway tracks failure in one-sided flood condition 
 

2.) Two-sided flood 
Two-sided flood can be determined as a section of track which area in both sides have high flood risk 

index, and no significant differences in term of value. This type of flood tends to remain stationary with no or 
negligible stream flow. With that, this type of flood causes damage to the track structure via 2 different processes,  

Categorized by level of the flood. 2 processes are described as in and in Figure 4 denoting by the letter 
(a), and (b) 

(a.) Mud pumping and track settlement due to embankment material movement 
This type of damage is caused by flood on both sides of the track with water level lying within the area of 

embankment. When embankment material is soaked. Material swells and loses its compactness and becomes slurry 
substances. This mud-like substance is poor in performance of withstanding train load due to its high fluidity. This 
substance can seep through ballast layer and eject out caused by high pressure from train load when train is passing 
by. This phenomenon is mud pumping. Which can reduce stiffness of the track and increase track settlement. 

(b.) Track settlement due to reduction of ballast interlocking 
This type of damage is caused by flood on both sides of the track with water levels higher than the ballast 

level. The presence of water in the ballast layer acts like a lubricant causing the ballast aggregate to lose its skin 
friction and interlocking. Which can reduce stiffness of the track and increase track settlement. 

 
Figure 4. Type of Railway tracks failure in two-sided flood condition 

 
2.4 Risk of Hazard in Floodplain Area Around Railway Tracks 

To estimate the risk of floodplain area around railway tracks, making computers understand the physical 
parameters surrounding railway tracks from geological data is needed. This involves collecting data such as the 
elevation of the tracks, the distance from the nearest water source, and the surrounding rail track characteristics 
such as embankment, ballast. Also, we need flood history to be able to correctly predict and calculate the flood 
risk index (FRI). 

Once we have this data, we can select candidate estimators that might be able to accurately estimate the 
area of the floodplain. The model which we select will be called estimators which calculate and predict the flood 
risk index that will be able to represent the flood history. These estimators include machine learning algorithms, 
statistical models, and other computational methods via transferring data from numerical data into raster and then 
transform into dataframe which can be used in the model. 
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Table 5. Floodplain estimators 
Model Type of processing 

Multinomial Logistic Regressor* Classifier 
Multinomial Naïve Bayes* Classifier 

Multi-Layer Perceptron (MLP)* Fully connected ANN 
Convolutional Neural Network based Backpropagation 

Transformers based model Attention-based 
*Model use for classified flood on rail 
 
(1) Model Inputs 

The input of the model is digitalised into raster data and put into the python which then integrated with 
DEM data, all of the input can be found in Table 2. Then, transformation of independent variables and integrated 
into the dataframe and put into the model as explained in Figure 5. 

 

 
Figure 5. Process of creating model inputs 

 
After the data overlayed, integrated and expressed in the form of raster data, the data can be converted 

into dataframe as explained in Figure 6. 

 
Figure 6. Process of conversion into model inputs 

 
(2) Train-Validation-Test Split 

After the data in the form of dataframe, the process of splitting data and validation take place, which is 
crucial in training the machine learning model, the process is done by splitting the raster data between 16 years 
into test set, validation set, and training set using KFold cross-validation method, 6 folds.  

Prediction of the model is done by parameters of splitting in Table 6. 
 

Table 6. Floodplain estimators 
Splitting Type Number of years 

Training 10 
Validation 2 

Tests 4 
 
(3) Metrics 

After selecting the candidate estimators, we evaluate the results based on the accuracy of measuring the 
basic criteria of the floodplain. This can include measuring the amount of correctly estimated area and other metrics 
such as precision and recall. To quantify the area, we use Intersect over Union (IoU) (Hamid Rezatofighi, Nathan 
Tsoi, JunYoung Gwak, Amir Sadeghian, Ian Reid, Silvio Savarese, 2019), which provides the intersect segment 
area of the real floodplain compared to the estimated floodplain. This allows us to compare the estimated floodplain 
to the actual floodplain and determine how accurate our estimator is. 
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Figure 7 Explain how Intersect over Union (IoU) metrics works. 
 

Overall, accurately estimating the floodplain area around railway tracks is crucial for assessing the risk of 
flooding and ensuring the safety of the railway system. By using computational methods and statistical models, 
we can make these estimations with a high degree of accuracy, allowing us to take the necessary steps to prevent 
flooding and minimize the risk to both the railway system and the surrounding area. 

The performance metrics interpretation is described in Table 7. 
 

Table 7. Metrics interpretation 
Metrics Range Interpretation 

IoU 0 - 1 IoU > 0.8 as excellent score, IoU > 0.5 
as good, and any other score as poor  

Dice Index 0 - 1 0, indicating no spatial overlap to 1, 
indicating complete overlap, meaning if 
the score is closer to 1, the better 

F1 Score 0 - 1 The closer it is to 1, the better the model. 
Precision 0 - 1 A measure of quality if the score is closer 

to 1 more ground truth to all data (True 
Positive) 

Recall 0 - 1 A measure of quantity if the score is 
closer to 1 the more ground truth to the 
relevant data. 

 
3. RESULTS  

Using Computer vision technology to explore the impact of flooding on railway tracks and surrounding 
areas, examining track damage and structure. We divided flood risk into 4 categorical types as shown in Table 8 
with the result of specific metrics. 
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(Macro-average) 0.95 0.93 0.94 - - 0.83 0.75 0.73 - - 

CNN 
(Macro-average) 0.54 0.51 0.52 0.62 0.66 0.42 0.43 0.47 0.55 0.61 

Transformer 
(Macro-average) 0.62 0.63 0.66 0.68 0.73 0.59 0.57 0.61 0.67 0.72 
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MLP 
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CNN 
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Table 9. Prediction results on FRI 
FRI Range Arial Extent 

Low Risk area 0.12 

Medium Risk area 0.35 

High Risk area 0.25 

 Repeated Flood area 0.28 
 
4. DISCUSSION 

According to Tables 8 and 9, the results show the performance on the snapshot image dataset for each 
condition. Table 8 displays the precision, recall, and F1 score for each model, including categorical and area 
digitized in macro-averages due to limited samples. Due to the small testing set, the performance of the model can 
be explored further if we expand the study area to include more samples. 

The results show that the Multi-Layer Perceptron (MLP) area has the highest precision, recall, and F1 
score, indicating that the model is most effective when applied with this category of area. For others, overall results 
are not good because the small area and number of years, but the results would suggest that this model can be used 
as a tool for identifying flood risk areas more efficiently if provided more data. 

 
5. CONCLUSIONS 

The study considers five main major factors, including average total rainfall in the rainy season, waterway 
density, land use, slope, and elevation, to analyze the area-based risk factors that cause railway track flooding. 
Using computer vision technology, we had generated a comprehensive map showing the flood risk index of railway 
track flooding in the area. The digital surface model used in this study help in identifying the damages to railway 
tracks, track structures, and surrounding areas due to the influences of different flooding conditions. 

This study is expected to provide us with an understanding of the relationship between flooding conditions 
and railway embankment and track damages, which can be used to develop more effective flood risk management 
strategies. With a remarkable potential, the findings of this study will contribute to the development of a more 
resilient railway infrastructure that can withstand the impacts of natural disasters.  

Utilizing this process, railway operators will be able to mitigate the risks of flooding and prevent future 
damages to the railway embankment efficiently. The study is expected to provide a more comprehensive 
understanding of the relationship between flooding conditions and railway track damages and provides a useful 
framework for analyzing and preventing railway track flooding using computer vision technology and risk factor 
analysis. The findings can be applied to other regions with similar flooding problems to develop a more resilient 
railway infrastructure that can withstand natural disasters. 
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Abstract: Rebar design is a crucial aspect of reinforced concrete structures, and existing optimization methods 
based on metaheuristic algorithms (MAs) are time-consuming. Emerging machine learning techniques like graph 
neural networks (GNNs) have the potential to solve the problem. This paper presents an automated design 
optimization approach for multi-layer rebar layouts integrating GNN and MA (GNN-MA). The graph 
representation of multi-layer rebar layouts is developed, integrating design information of rebars and 
interrelationship between them. The rebar design problem is formulated as a node prediction task, and a GNN with 
three outputs is trained to provide an initial design, including the number of rebar layers, the diameter and bar 
number of the outmost layer. MA is then employed to check and optimize the design from GNN. GNN-MA could 
learn from previous design and generate the same optimal design with that generated by MA alone for more than 
97.92% of design cases, while saving about 60-80% of computational time. GNNExpaliner is adopted to explain 
the behaviour of the GNN network and important features and edges leading to the prediction could be identified. 
 
Keywords:  Reinforced concrete structure, Steel reinforcement design, Graph Neural Network, Metaheuristic 
algorithm 
 
1. INTRODUCTION 

Reinforced concrete (RC) structures are a commonly used format in building structures, and optimizing 
the design of rebar is a crucial aspect of the RC design process. Rebar design optimization plays a significant role 
in meeting strength and ductility requirements, reducing material consumption, and minimizing labour costs. 
However, the design process is often carried out manually or semi-automatically, relying heavily on the expertise 
of engineers (Mohit, 2021). Although previous studies have proposed metaheuristic algorithms (MAs) to automate 
the rebar design process (Eleftheriadis et al., 2018; Li et al., 2021), most of these algorithms generate populations 
randomly and rely on iterative searching techniques. As a result, these methods are time-consuming and could not 
progressively learn from previous design processes, hindering their practical application. 

The development of machine learning (ML) in recent years has brought hope to solve the above problems. 
Graph neural networks (GNNs) are good at handling unstructured data like networks and graphs, by aggregating 
information through graph structures that define the relationship between different elements. GNNs have just been 
adopted in the field of building engineering in recent years. Nauata et al. (2020) encoded the constraints of the 
house layout problem into the graph structure of its relational networks, and applied GNN to aggregate the 
information of adjacent nodes in the rational networks and construct the feature vector to generate various of 
floorplans with high quality. Chang and Cheng (2020) formulated the building structures as graphs by simplifying 
the components as joints and their connectivity as edges, based on which GNNs were trained to understand the 
structural layout, predict structural simulation results, and propose the optimal cross-sections of elements. Results 
found that the GNN-based method could dramatically reduce the optimization time required by GA. Gan (2022) 
applied GNN to process the graph data model for volumetric modules with spatial attributes, topological 
relationship, geometrics and semantics. The application of GNN in rebar design had not been reported before Li 
et al. (2023) proposed to integrate GNN and MA to improve computational efficiency. The use of GNNs is 
advantageous because of their ability to incorporate complex structural information and interactions between 
different rebar groups. However, the proposed method only focused on single-layer rebar layout.  

Though GNNs are promising to solve the rebar design problem, they are often criticized due to their non-
transparent calculation processes. This is a common problem of ML-based techniques, and the complexity of 
GNNs makes it more challenging to understand the reasoning behind their predictions, compared to traditional 
neural networks. The lack of transparency can be a significant barrier to their adoption, particularly in civil 
engineering, where the consequences of incorrect or poorly justified decisions can be significant. In this regard, 
studying explainability of GNN model is of great significant for building trust and confidence in the model’s 
predictions, ensuring compliance with regulations and standards, and facilitating integration with existing 
processes. Besides, understanding how GNNs arrive at their results could also help developers improve model 
performance. Yuan et al. (2022) categorized existing GNN explanation techniques into two categories: model-
level methods and instance-level methods. Model-level methods provide input-independent and high-level 
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Reinforced concrete (RC) structures are a commonly used format in building structures, and optimizing 
the design of rebar is a crucial aspect of the RC design process. Rebar design optimization plays a significant role 
in meeting strength and ductility requirements, reducing material consumption, and minimizing labour costs. 
However, the design process is often carried out manually or semi-automatically, relying heavily on the expertise 
of engineers (Mohit, 2021). Although previous studies have proposed metaheuristic algorithms (MAs) to automate 
the rebar design process (Eleftheriadis et al., 2018; Li et al., 2021), most of these algorithms generate populations 
randomly and rely on iterative searching techniques. As a result, these methods are time-consuming and could not 
progressively learn from previous design processes, hindering their practical application. 

The development of machine learning (ML) in recent years has brought hope to solve the above problems. 
Graph neural networks (GNNs) are good at handling unstructured data like networks and graphs, by aggregating 
information through graph structures that define the relationship between different elements. GNNs have just been 
adopted in the field of building engineering in recent years. Nauata et al. (2020) encoded the constraints of the 
house layout problem into the graph structure of its relational networks, and applied GNN to aggregate the 
information of adjacent nodes in the rational networks and construct the feature vector to generate various of 
floorplans with high quality. Chang and Cheng (2020) formulated the building structures as graphs by simplifying 
the components as joints and their connectivity as edges, based on which GNNs were trained to understand the 
structural layout, predict structural simulation results, and propose the optimal cross-sections of elements. Results 
found that the GNN-based method could dramatically reduce the optimization time required by GA. Gan (2022) 
applied GNN to process the graph data model for volumetric modules with spatial attributes, topological 
relationship, geometrics and semantics. The application of GNN in rebar design had not been reported before Li 
et al. (2023) proposed to integrate GNN and MA to improve computational efficiency. The use of GNNs is 
advantageous because of their ability to incorporate complex structural information and interactions between 
different rebar groups. However, the proposed method only focused on single-layer rebar layout.  

Though GNNs are promising to solve the rebar design problem, they are often criticized due to their non-
transparent calculation processes. This is a common problem of ML-based techniques, and the complexity of 
GNNs makes it more challenging to understand the reasoning behind their predictions, compared to traditional 
neural networks. The lack of transparency can be a significant barrier to their adoption, particularly in civil 
engineering, where the consequences of incorrect or poorly justified decisions can be significant. In this regard, 
studying explainability of GNN model is of great significant for building trust and confidence in the model’s 
predictions, ensuring compliance with regulations and standards, and facilitating integration with existing 
processes. Besides, understanding how GNNs arrive at their results could also help developers improve model 
performance. Yuan et al. (2022) categorized existing GNN explanation techniques into two categories: model-
level methods and instance-level methods. Model-level methods provide input-independent and high-level 

explanations, aiming at explaining general behaviours (Yuan et al., 2020). However, the explanation from model-
level methods may not be human-interpretable since the obtained graph patterns may not exist in the real world. 
Instance-level methods identify important input features and edges for each GNN’s prediction, which are easier to 
understand (Pope et al., 2019; Luo et al., 2020). GNNExplainer is an instance-level method that could 
quantitatively indicate the importance of node features and edges in the graph by introducing perturbations and 
monitoring the change of prediction. Without any need for architectural modification or re-training, GNNExplainer 
has the capability to offer valuable insights into any GNN that adheres to the neural message-passing scheme, 
regardless of the type of prediction task being performed on graphs (Ying et al., 2019). In this regard, 
GNNExplainer is suitable for the explanation of GNN-based rebar design. 

To address these limitations, this paper presents an automated rebar design optimization approach for 
multi-layer rebar layouts by integrating explainable GNN and MA. The representation of multi-layer rebar layout 
is presented, following with the tailor-made GNN model and post-processing algorithm. Six famous MAs are 
evaluated for post-processing. The experiment found that the hybrid mechanism integrating GNN and MA (GNN-
MA) could achieve the optimal design for more than 97.92% of design cases, while saving about 60-80% of 
computational time required by MA alone. The explainability of GNN model is also investigated using 
GNNExplainer. 
 
2. METHODOLOGY 

The workflow of the proposed method is shown in Figure 1. Firstly, structural analysis is conducted based 
on structural model derived from BIM model or established by engineers. The structural analysis results, 
geometrical information, supporting conditions, etc., are then extracted to construct graph representations for 
beams. The graph representation of rebar is proposed to define the parametric relationship between different rebar 
groups in a single RC component. Based on the graph representation, GNN can aggregate the design information 
among related rebar groups and provide an initial design. However, GNN alone cannot guarantee that the proposed 
design can satisfy all the code-stipulated requirements, since it is basically a data-driven method and those 
requirements are not included in the model as constrains. Therefore, a MA is then applied to further optimize the 
rebar design from the GNN and check all the requirements. Since the prediction from GNN is close to the optimal 
solution, the MA can only search the neighbor of the GNN’s prediction, which dramatically narrows down the 
searching space, significantly improving the optimality of design and efficiency of optimization. 
 

 
 

Figure 1. Proposed GNN-based rebar design optimization method 
 
2.1  GNN-based Rebar Design 
(1) Multi-layer Rebar Layout 

To conduct the multi-layer rebar design, the first step is to clarify the format and variables of the multi-
layer rebar layout. Compared with single-layer rebar layouts, multi-layer rebar layouts need to consider the 
quantitative relationship between different layers of reinforcement. According to industrial practices and the 
convenience of onsite installation, as shown in Figure 2, four assumptions are made for multi-layer rebar layouts. 
a) In the same layer of steel bars, only one steel bar diameter is used. b) The number of steel bars in the outer layer 
must be greater than or equal to the number of steel bars in the inner layer. c) The diameter of the outer layer of 
steel bars must be greater than or equal to the diameter of the inner layer. d) When the number of steel bars in the 
outer layer is even, the number of steel bars in the adjacent inner layer also needs to be even. Assumption a) 
provides convenience for the installation of steel bars and can reduce the probability of errors in construction. 
Assumption b) and c) are straightforward because placing more rebars on the outside provides higher load carrying 
capacity while using the same steel area. Assumption d) is specified in order to avoid asymmetric reinforcement 
distribution. These assumptions are applied to the selection of multi-layer rebar layouts, during the dataset 
preparation and further design checking and optimization of the results from GNN. 
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Figure 2. Definition and assumptions of multi-layer rebar layouts 
 

(2) Graph Representation of Rebar Design 
Since GNNs perform inference on data with graph structure, the adoption of GNNs in rebar design requires 

formulation of rebar design problem in graph format. As shown in Figure 3, given a RC beam with structural 
analysis results, the typical rebar layout is identified and the rebars are divided into groups according to the design 
codes and preference of industrial practices. Then the graph representation is constructed according to the 
interrelationship between different rebar groups. Each node in the graph represents a rebar group, while each edge 
represents the interrelationship between two rebar groups. The design-related information of each rebar group like 
geometrical, positional information, etc., is integrated into the graph and works as node attributes. Each node has 
6 attributes including width, depth, length, required steel area, “top or bottom” and “end or mid”. For middle nodes 
in continuous beam (such as Node 2 in Figure 3), the length is taken as the average value of the two adjacent two 
spans. The last two attributes are categorical variable and would be processed using one-hot encoding when 
training GNN. “Top or bottom” indicates the position from the vertical perspective, denoting whether this rebar 
group belong to top or bottom rebars. “End or mid” indicates the position of rebars from the horizontal perspective, 
showing whether the rebar group is located at the end span, which determines whether the rebar group should be 
anchored into the end supports (such as Group 1 and 4). 
 

 
 

Figure 3. Graph representation of rebar layout and GNN-based rebar design 
 

Edge denotes the interrelationship between rebar groups, and edge attribute could provide additional 
information to describe the interrelationship. We classify the edge into two categories: the edges among top/bottom 
rebars, and the edges between top and bottom rebars. For the rebars in the same half, the number of rebars should 
be compatible since the rebars will be lapped together if their diameters are different, as shown in Figure 4(a). 
Hence, the edges among top/bottom rebars represent this constraint on bar numbers of two rebar groups. The edges 
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Edge denotes the interrelationship between rebar groups, and edge attribute could provide additional 
information to describe the interrelationship. We classify the edge into two categories: the edges among top/bottom 
rebars, and the edges between top and bottom rebars. For the rebars in the same half, the number of rebars should 
be compatible since the rebars will be lapped together if their diameters are different, as shown in Figure 4(a). 
Hence, the edges among top/bottom rebars represent this constraint on bar numbers of two rebar groups. The edges 

between top and bottom rebars represents another kind of constraint on bar numbers. As shown in Figure 4(b), 
when multi-layer layouts are adopted, the bar numbers of top and bottom rebars should be compatible. Besides, 
building codes also restrict the ratio between the top and bottom steel areas. Therefore, the edge attribute of the 
proposed graph presentation is a categorical variable to distinguish between two types of interrelationships between 
rebar groups, which will be utilized by the GNN for information aggregation and learning. 

 

 
 

Figure 4. Interrelationships between rebar groups  
 

Compared to single-layer rebar layout, the difficulty in multi-layer rebar design is that the number of rebar 
layers is unknown. This is also must-solve problem for neural networks, since they are more commonly used for 
coping with tasks with fixed number of outputs. Besides, when the number of outputs becomes larger, it becomes 
more difficult to accurately predict the number and diameter of multi-layer reinforcement at the same time. 
Therefore, we use the number of layers of bars, the number of outermost bars, and the diameter of outermost bars 
as the outputs of the neural network to roughly determine the layout of multi-layer layout, and then apply MA for 
further checking and optimization. The rebar design problem is formulated as a node-level prediction task. For a 
given graph with nodes having 6 features and edges with 1 feature, the GNN will learn to predict the number of 
rebar layers, bar number and bar diameter for the outmost layer for each node in the graph. From manual design 
experience, engineers will first determine the number of layers and then select feasible bar number and diameter. 
Therefore, the GNN starts with the network for layer number prediction, and then the predicted values are 
integrated as one of the features to improve the prediction accuracy of next output, as shown in Figure 5. 

 
(3) Dataset Preparation 

The collection of training dataset is a crucial step of GNN model training. Hundreds of RC beam design 
cases are first collected from real-life projects. Some perturbations are then introduced to the geometric dimensions 
and required steel areas of these RC beams to generate more cases, expanding the training dataset. Since the optimal 
designs of these design cases are unknown, we adopted the optimization formulation proposed by Li et al. (2021), 
considering both material cost and installation cost. 4 well-known metaheuristic algorithms are then applied for 
search the optimal design, including genetic algorithm (GA) (Mirjalili, 2019; Katoch et al., 2021), firefly algorithm 
(FA) (Ying and He, 2013), cuckoo search (CS) (Yang and Deb, 2010), and exploratory genetic algorithm (Li et al., 
2023). To ensure the optimality of the final design, the best design among the outcomes from these four algorithms 
is selected as the optimal design. During the optimization, the four assumptions in 2.1 (1) are applied for the 
selection of multi-layer rebar layouts, and the interrelationship described in 2.1 (2) are also followed. For each 
design case with its optimal design, a graph is constructed as described in Section 2.1 (2), which serves as an 
instance in the training dataset. Finally, a dataset with 3,000 design cases was prepared, containing 1,000 simply-
supported beams, 1,000 2-span continuous beams, and 1,000 3-span continuous beams. 75% of the dataset is used 
for training and the remaining 25% is used for testing. 
 
(4) Post-processing 

Since GNN is essentially a data-driven technique, there is no guarantee that the predicted reinforcement 
layout is optimal and complies with the code-stipulated requirements. Therefore, design checking and further 
optimization are necessary for the initial design proposed by GNN. Given the predicted values Vp from GNN, MAs 
only need to search the rebar layout in the solution space [Vp -1, Vp +1], which is much smaller than the original 
one and could reach the optimum much faster. Besides, code-stipulated requirements are checked during the 
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optimization process of MA, making sure the final design is practical and code-compliant. 
 

 
 

Note. The bars denote the fully connected layers. Long bar refers to layer with 64 nodes, while short bar refers to 
layer with 18 nodes. Each layer in this model has a LeakyRelu activation function with negative slope equals to 
0.05. Huber loss is adopted for loss functions, with δ equals to 0.235, 0.210 and 0.230 for the three predicted values, 
respectively. Adam optimizer is adopted for training with learning rate equals to 0.005. 

 
Figure 5.  GNN model architecture 

 
2.2  Explainability Techniques 

GNNExplainer (Ying et al., 2019) can be used for any GNN task including node prediction and graph 
classification, and it can provide local interpretation that identifies the most important nodes and edges in the graph 
for a given prediction. It is adopted in this paper to explain the behavior of the GNN for rebar design because of 
its versatility and robustness. GNNExplainer could highlight the important subgraph structure by identifying the 
edges that are most relevant to the prediction. The explanation process starts by selecting a node of interest and 
performing a forward pass through the GNN model to obtain the predicted label. Then the relevance score for each 
feature and edge in the subgraph around the node of interest is computed using a gradient-based method. Finally, 
the explanation is generated by selecting the features and edges whose scores exceed a certain threshold. 

To evaluate the contribution of different features, GNNExplainer utilizes attention mechanisms. It uses 
graph convolutional networks to capture structural information from graphs and generate embeddings for nodes 
that can be used as input to attention mechanisms. Then the weights for different subset of features are computed 
by multiple attention mechanisms. The process allows GNNExplainer to capture both local and global structural 
information from graphs while also considering rich node features. 
 
3. EXPERIMENTAL RESULTS 
3.1  GNN Model Training 

The model accuracies during training processes are presented in Figure 6 and Table 1. Accuracy is defined 
as the percentage of nodes that GNN provides the same predictions as the optimal design generated by MAs. 
Expect for accuracy of prediction, another indicator called “closeness” is defined in this paper, which counts those 
predictions that are close to the ground truth within a certain value. This value is set as 1 in this paper. ‘GT’ in 
Figure 6 refers to ‘ground truth’. The accuracies of predictions on testing set are about 60%, which may be caused 
by the limited size of dataset, unbalanced feature distribution in the dataset and non-optimal GNN architecture for 
graph learning, and further investigation is required to improve the accuracies. However, the closeness of these 
three outputs is close to 100%, which means the prediction falls into the neighbor of ground truth, laying down the 
foundation of applying MAs for further optimization. The last two columns in Table 1 show the accuracy and 
closeness when three outputs from GNN are correct, and the closeness reaches 99.40% and 97.92% on training 
and testing dataset, respectively. As the post-processing algorithms will take the neighbor of the initial design from 
GNN as the solution space for optimization, ensuring the predictions from GNN are closed to the optimal design 
is more important than predicting the optimal design in one step. Therefore, closeness of the predictions can serve 
as an indicator to performance of the hybrid mechanism of GNN and MA. Our experiments found that when the 
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optimization process of MA, making sure the final design is practical and code-compliant. 
 

 
 

Note. The bars denote the fully connected layers. Long bar refers to layer with 64 nodes, while short bar refers to 
layer with 18 nodes. Each layer in this model has a LeakyRelu activation function with negative slope equals to 
0.05. Huber loss is adopted for loss functions, with δ equals to 0.235, 0.210 and 0.230 for the three predicted values, 
respectively. Adam optimizer is adopted for training with learning rate equals to 0.005. 

 
Figure 5.  GNN model architecture 
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closeness when three outputs from GNN are correct, and the closeness reaches 99.40% and 97.92% on training 
and testing dataset, respectively. As the post-processing algorithms will take the neighbor of the initial design from 
GNN as the solution space for optimization, ensuring the predictions from GNN are closed to the optimal design 
is more important than predicting the optimal design in one step. Therefore, closeness of the predictions can serve 
as an indicator to performance of the hybrid mechanism of GNN and MA. Our experiments found that when the 

GNN’s predictions are close to the optimal design, the mechanism integrating GNN and MA can always generate 
the same optimal design generated by MA alone, which means for these 99.40% (or 97.92%) design cases, GNN 
with MA for post-processing can always arrive at the optimum. 

 
Table 1. Accuracies of the GNN model on training and testing datasets 

Output Number of layers Bar number in Layer 
1 

Bar diameter in 
Layer 1 

All three outputs 

Accuracy Closeness Accuracy Closeness Accuracy Closeness Accuracy Closeness 
Training 61.69 99.20 69.96 100.00 71.61 99.39 36.94 99.40 
Testing 59.89 98.93 64.93 100.00 65.57 98.61 35.76 97.92 

 

  
a) Number of layers b) Number of rebars in Layer 1 

 
c) Diameter of rebars in Layer 1 

 
Figure 6. Accuracies on testing dataset during the training process  

 
3.2  Performance Evaluation 

Six famous MAs are applied for post-processing of the initial designs generated by GNN, including GA, 
particle swarm optimization (PSO) (Kennedy and Eberhart, 1995), ant colony optimization (ACO) (Dorigo et al., 
2006), FA, artificial bee colony (ABC) (Karaboga and Basturk, 2008), and CS. To have a fair evaluation, the 
algorithmic parameters of these algorithms are finetuned (Ezugwu et al., 2020), and the parameter settings are 
shown in Table 2. Same population size and iteration number are adopted. 

 
Table 2. Parameter settings of the metaheuristic algorithms. 

GA PSO ACO FA ABC CS 
pc = 0.75 w = 1.6 ns = 50 γ = 1.4 p0 =1 d = 0.45 
pm = 0.95 wd = 0.99 q = 0.7 β0 = 2.7 b = 1 β = 1 
m = 0.45 c1 = 1.6 ζ = 1 α = 0.15 a = 1.9  

 c2 = 1.7  αd = 1   
Note. pc – crossover percentage; pm – mutation percentage; m – mutation rate; w – inertia coefficient; wd – damping 
ratio of inertia coefficient; c1 – personal acceleration coefficient; c2 – social acceleration coefficient; ns – sample 
size; q – intensification factor; ζ – deviation-distance ratio; γ – light absorption coefficient; β0 – base value of 
attraction coefficient; α – mutation coefficient; αd – damping ratio of mutation coefficient; po – percentage of 
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onlooker bees; b – abandonment limit parameter; a – acceleration coefficient; d – discover rate; β – Levy flights 
parameter. 

 
Figure 7 show the mean computational time required by 6 considered MAs on RC beams with different 

number of spans. It shows that the saving of computational time becomes more significant as the number of spans 
goes up. When the number of spans reaches 3, GNN-MA could save about 60~80% of the computational time. 

 

  
a) MA b) GNN-MA 

 
Figure 7. Computational time comparison between MA and GNN-MA 

 
3.3  Explainability Results 

An example of employing GNNExpaliner to interpret the prediction is shown in Figure 8. For the RC 
beam, its typical rebar layout is to divide the rebars into three groups, namely group 1, 2 and 3 in Figure 8. The 
histograms beside the nodes represent the top four features contributing to the prediction of rebar layer numbers. 
The subgraphs show the importance level of pathways. The darkness of the edge represents its importance, and 
darker edge has higher importance. For Node 1, the importance score of “As” is much larger than that of other 
features, which coincides with the fact that Group 1 has larger required steel area. From design experience from 
practices, a large steel area usually leads to a larger number of rebar layers. For Node 3 with relatively larger steel 
area, “As” is also the feature with highest importance. For Node 2 that requires minimal steel area, “As” only ranks 
third in the top four features. Except “As”, geometric features like depth and width are also of great importance to 
the prediction of layer number. 

 

 
 

Figure 8. Important edges and node features when predicting the number of rebar layers  
 
4. CONCLUSIONS AND DISCUSSION 

In this paper, we present an automated approach for multi-layer rebar design optimization integrating 
GNN and MA. Graph representation of rebar design is proposed, and the rebar design problem is formulated as a 
node prediction task. GNN is then adopted to learn from collected design cases, aiming to provide an initial design 
that is close to the optimal design to accelerate the design process. To ensure the code-compliance and optimality 
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4. CONCLUSIONS AND DISCUSSION 

In this paper, we present an automated approach for multi-layer rebar design optimization integrating 
GNN and MA. Graph representation of rebar design is proposed, and the rebar design problem is formulated as a 
node prediction task. GNN is then adopted to learn from collected design cases, aiming to provide an initial design 
that is close to the optimal design to accelerate the design process. To ensure the code-compliance and optimality 

of final design, MAs are employed to further optimize the initial design from GNN, code-stipulated requirements 
are checked during the process. Since the closeness of GNN’s prediction is about 100%, MAs could only search 
the neighbor of the initial design from GNN. Experiments show that GNN-MA can obtain the optimal design for 
more than 97.92% of design cases, and save about 60~80% of the computational time required by using MA alone. 
The computational time saving is more remarkable as the number of spans goes up. GNNExplainer is adopted to 
provide human-interpretable explanation for the predicted initial layout, and the important features identified are 
consistent with our design experience.  

Though the proposed method is promising, there are some limitations requiring future efforts. Firstly, this 
study focuses on continuous beams with 1-3 spans, the proposed method has not been validated on RC beams with 
more spans and other types of RC beams. Secondly, the post-processing algorithms relies on the prediction 
accuracies of GNN, and the scenario that GNN’s prediction is far away from ground truth has not been discussed. 
Thirdly, the generated explanations of GNN only indicate the importance of features and edges, more aspects of 
the model should be investigated to provide a more comprehensive understanding of the GNN-based rebar design. 
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Abstract: It is essential to lessen the effect of construction on railroads at sites where construction is taking place 
close to them. Therefore, various types of sensors are installed at various locations throughout the construction 
site to monitor its condition. In order to better utilize sensor data for monitoring, we developed a system that links 
live sensor data with the BIM 4D model of the construction site. The data is then consolidated into a centralized 
monitoring system to facilitate the management of the construction site. Using this data, the current state of the 
site can be easily grasped, and more accurate predictions can be made about the effects of construction on the 
nearby railroads. After that, we used the monitoring system to investigate the relationship between various types 
of construction works and the site conditions as measured by the sensors. We demonstrated that the construction 
work content and sensor observations are indeed correlated. Future work includes further clarification of the 
correlations of the observed data, and prediction of the effects of the various construction works on nearby railroads. 
 
Keywords:  Sensor, Visualization, Site condition prediction, 4D models, Data analysis 
 
1. INTRODUCTION  

Construction done close to railroad tracks is referred to as "railroad proximity construction". For instance, 
when excavation work is done close to railroad tracks, significant accidents like train derailments could occur if 
subsidence or swelling of the railroad occurs as a result of the construction activity. To prevent such accidents, 
regular measurement of the settlement of both the railroad foundation and the tracks is conducted. Early 
understanding of problematic site conditions is for quickly addressing any issues before serious damage is caused. 
However, this requires frequent or real-time measurements, which require time and effort to collect, manage, and 
interpret the data. 

Accordingly, this research focuses on the visual presentation and interpretation of sensor data using 
building information modeling (BIM). We constructed a sensor management system that can associate 4D sensor 
data with a 4D model (McKinney et al., 1996) and visualize changes in sensor measurements as construction 
progresses. This system enables the visualization of sensor installation locations, orientations, and measurements 
with time directly on a 4D representation of the construction site. The developed system can be used to simulate 
future structures, existing structures, and various installed sensors while carrying out construction work in railroad 
proximity. This paper demonstrates how information regarding the installed sensors can be managed centrally and 
visualized alongside the progress of the project. 

However, the installation and monitoring cost increases with the number of sensors, so it is desirable to 
use minimize their number. In this work, we statistically analyze the data of multiple types and multiple locations 
of sensors accumulated in the system to evaluate potential correlations. If suitable strong correlations exist, it will  
be possible to optimize the sensor system and decrease its cost by minimizing the number of installed sensors. 

 
2. LITERATURE REVIEW 

Several works have been published on the visualization of sensor data on BIM models. Ghen et al. (2018) 
conducted fire simulations on existing structures, and used the API of Autodesk Revit to visualize the results on a 
BIM model. Further, they associated fire detection sensor data stored in the database with the BIM model. However, 
since the research dealt with fire simulation and monitoring for existing structures, use cases in which the BIM 
model changes over time, such as during construction were not shown. 

Wang, J. et al. (2022) conducted research on data visualization using BIM for the health monitoring of 
heritage structures. The 3D model of the sensor was displayed on the BIM model, and the sensing data was 
visualized. Furthermore, they displayed the 3D model of the sensor on the BIM model and visualized the sensing 
data. However, there was no example of simultaneously displaying structural changes occurring in a structure 
under construction and sensor information. 

Research was conducted on a method to reflect building data in facility management to the digital twin 
platform in real time (Xie et al., 2023). The efficiency of facility management was improved by reflecting the 
information obtained from the sensors in the building on the digital twin platform in real time. However, the 
visualization of sensor data on the BIM model that associates sensor data and BIM has not been done. 
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A study was conducted to visualize information from environmental sensors inside a building on a BIM 
model (Wang, T. et al., 2022). Visualization of sensor data was performed by coloring the BIM model with 
gradation based on sensor information. However, since the target was the environmental sensor of the existing 
structure, there was a problem in applying it to the construction site where both the structure and the sensor change 
over time. 

At the construction site, research was conducted on the progress of the construction site and the application 
to the quality control of the completed form using the point cloud data generated from the image (Vincke & 
Vergauwen, 2022). Although the temporal change of the construction site was expressed on the BIM model based 
on the image data, the measurement data of the sensors installed on the construction site could not be expressed 
on the BIM model. 

Therefore, the key issue is that during the construction stage, the condition of the structure where the 
sensors are installed changes daily, and in some cases the installed sensors themselves are moved or replaced. 
Therefore, when linking the 3D model with the sensor data, it is necessary to coordinate and manage the BIM 
model and sensor data in response to changes over time. However, in the existing system, there was a problem in 
visualizing the temporal change of the sensor data in the construction stage on the BIM model. 
 
3. METHODOLOGY 
3.1 Visualization of Sensor Data 

The goal of this work is to develop a comprehensive system that can visualize sensor data onto a 4D BIM 
model, and that can address time changes in the 3D model and sensor placement. This developed system combines 
BIM 4D models of construction objects, surrounding structures and sensors; a sensor database that stores sensor 
data from multiple types of sensors; a sensor database management system that stores sensor management values; 
and a construction process management system. 

The BIM 4D model is constructed to represent the temporal change of the construction site by associating 
construction process data with 3D models of construction objects, surrounding structures, and sensors. 
Surrounding structures included in the model are existing roads and buildings in the vicinity of the construction 
site, and are included as construction objects when they are modified due to construction. 

First, 3D models are created by dividing each member according to the construction procedures. Second, 
process data is created by setting start/end dates and a unique ID for each work. By associating the IDs of each 
type of work in the process data with the IDs of corresponding objects in the 3D model, the 3D model and the 
process data are linked. By switching display/hide based on the process data associated with the object, changes 
over time are displayed on the BIM 4D model. 

In the comprehensive system, we will build a sensor database management system that stores data from 
the sensors installed at the construction site and associates it with the BIM 4D model. The sensor database 
management system has the role of storing sensor data in the sensor database and managing sensor quality control 
values. The BIM 4D model and the sensor data are linked by importing the sensor data into the sensor database 
and associating the 3D objects of each sensor with its corresponding sensor data. This makes it possible to change 
the placement of the 3D object of the sensor associated with the sensor data in response to the time change of the 
BIM 4D model. An example of collected subsidence data and its corresponding control values is shown in Figure. 
1. 

 

 
 

Figure 1. An example of collected sensor data and its corresponding quality control values 
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3.2 Data Analysis 
The method of statistical analysis of the sensor data is described below. First, we classified the sensor data 

by sensor type and installation position. The classification of sensor type is called sensor group, and the 
classification of installation position is called distance group. In addition, we also classified the work content that 
affects the sensor data. The classification of work content is called a task group. 

Second, we performed an exploratory analysis of the dataset and identified task, sensor, and distance 
groups that have sufficient valid observations for use in the statistical analysis. Next, we codified the analysis 
variables based on their sensor and distance groups. Within each distance group, several sensors of the same type 
were installed at different locations. The data for all sensors of the same type within the same distance group were 
aggregated by calculating their median. This median was taken to represent the distance group (Shrivastava et al., 
2004). 

Next, we used the data of groups with sufficient observations to calculate the correlation coefficients 
between all sensor and distance groups. Correlation analysis is a statistical method used to determine the 
relationship between two variables, and it can help identify which sensor groups and/or distance groups are 
redundant, if any. Pearson's correlation coefficient, which measures the linear correlation between two variables, 
was primarily used for the analysis. Pearson’s correlation coefficient between two datasets is given by equation 
(1) as follows: 

γ =
𝑆𝑆𝑆𝑆𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥
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Where the subscripts 𝑥𝑥𝑥𝑥 and 𝑦𝑦𝑦𝑦 denote each dataset, 𝑆𝑆𝑆𝑆𝑥𝑥𝑥𝑥 and 𝑆𝑆𝑆𝑆𝑥𝑥𝑥𝑥 denote the standard deviations of each 

dataset, 𝑆𝑆𝑆𝑆𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥  denotes the covariance, 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 and 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  denote the measurements of each dataset, �̅�𝑥𝑥𝑥 and 𝑦𝑦𝑦𝑦� denote the 
means of each dataset, and 𝑛𝑛𝑛𝑛 denotes the number of measurements. The correlation coefficients were calculated 
between all sensor groups to create the correlation matrix, where each row and column represents one sensor group 
and one distance group, and the value in each cell represents the correlation coefficient between the corresponding 
sensor groups. To better visualize the matrix, we created a heat map where the color of each cell represents the 
strength of the correlation coefficient. Sensors that have high correlation coefficients with other sensors can be 
judged as redundant because they are measuring the same action. Therefore, it will be possible to remove such 
redundant sensors with little impact on the effectiveness of the monitoring system. 

In geo-monitoring systems, sensors inherently provide redundant information due to the inter-related 
measurements that are required. Although such redundancy allows for better robustness against environmental 
impact, and potential outlier measurement, it can increase the cost of installation and computation, creating 
complexity in the model (Holst & Lohweg., 2021). Accordingly, we could identify ways to eliminate redundant 
sensors and/or redundant measurements depending on the primary objectives for the installation of sensors. 

                                 
3.3 Case Study 

The developed system was applied to the construction project called “A” in Japan, scheduled from 2016 
to 2024. Construction project A was carried out as part of an underground railroad project, and involved work to 
build retaining walls and box culverts for a subway section at the transition section between the over ground and 
underground tracks. The excavation was carried out in the vicinity of a preexisting in-service track to construct 
the structure of the underground railroad. The construction length is adjacent to the pre-existing track along its 
whole length distance of 646m. Accordingly, the monitoring of the construction impact on the pre-existing track 
is required along the entire construction line. The construction length is divided into 35 construction blocks to 
facilitate the construction management and the simultaneous construction of multiple blocks. After the 
construction of the retaining walls, soil near the preexisting track is excavated, and struts are installed. Then, the 
skeleton of the railroad section is constructed, after which the shoring is removed and the excavated area is 
backfilled. When constructing the frame, the lining board is removed from the construction site and the work is 
carried out underground. 

In order to constantly monitor the impact of construction work on the preexisting track, several site 
conditions were measured at regular intervals along the construction length. Subsidence gauges, which measure 
the subsidence of the construction base, were installed at the preexisting track side between the earth retaining 
wall and the track at intervals of 10m along the construction length. Small inclinometers were installed on the 
overhead contact poles of the existing track at intervals of 40m to measure the inclination of the poles. Strain 
gauges and thermometers were installed on the struts of the shoring to measure the axial force of the struts. Since 
the shoring to be installed differed depending on the excavation depth, strain gauges were installed not at regular 
intervals, but each time a shoring was installed. Multistage inclinometer and laser distance sensors were used to 
measure the horizontal displacement of the retaining wall and change in the inner space. Both the multi-stage 
inclinometer and the laser distance sensor measure the displacement of the retaining wall, but from the viewpoint 
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3.2 Data Analysis 
The method of statistical analysis of the sensor data is described below. First, we classified the sensor data 

by sensor type and installation position. The classification of sensor type is called sensor group, and the 
classification of installation position is called distance group. In addition, we also classified the work content that 
affects the sensor data. The classification of work content is called a task group. 

Second, we performed an exploratory analysis of the dataset and identified task, sensor, and distance 
groups that have sufficient valid observations for use in the statistical analysis. Next, we codified the analysis 
variables based on their sensor and distance groups. Within each distance group, several sensors of the same type 
were installed at different locations. The data for all sensors of the same type within the same distance group were 
aggregated by calculating their median. This median was taken to represent the distance group (Shrivastava et al., 
2004). 

Next, we used the data of groups with sufficient observations to calculate the correlation coefficients 
between all sensor and distance groups. Correlation analysis is a statistical method used to determine the 
relationship between two variables, and it can help identify which sensor groups and/or distance groups are 
redundant, if any. Pearson's correlation coefficient, which measures the linear correlation between two variables, 
was primarily used for the analysis. Pearson’s correlation coefficient between two datasets is given by equation 
(1) as follows: 
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Where the subscripts 𝑥𝑥𝑥𝑥 and 𝑦𝑦𝑦𝑦 denote each dataset, 𝑆𝑆𝑆𝑆𝑥𝑥𝑥𝑥 and 𝑆𝑆𝑆𝑆𝑥𝑥𝑥𝑥 denote the standard deviations of each 

dataset, 𝑆𝑆𝑆𝑆𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥  denotes the covariance, 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 and 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖  denote the measurements of each dataset, �̅�𝑥𝑥𝑥 and 𝑦𝑦𝑦𝑦� denote the 
means of each dataset, and 𝑛𝑛𝑛𝑛 denotes the number of measurements. The correlation coefficients were calculated 
between all sensor groups to create the correlation matrix, where each row and column represents one sensor group 
and one distance group, and the value in each cell represents the correlation coefficient between the corresponding 
sensor groups. To better visualize the matrix, we created a heat map where the color of each cell represents the 
strength of the correlation coefficient. Sensors that have high correlation coefficients with other sensors can be 
judged as redundant because they are measuring the same action. Therefore, it will be possible to remove such 
redundant sensors with little impact on the effectiveness of the monitoring system. 

In geo-monitoring systems, sensors inherently provide redundant information due to the inter-related 
measurements that are required. Although such redundancy allows for better robustness against environmental 
impact, and potential outlier measurement, it can increase the cost of installation and computation, creating 
complexity in the model (Holst & Lohweg., 2021). Accordingly, we could identify ways to eliminate redundant 
sensors and/or redundant measurements depending on the primary objectives for the installation of sensors. 

                                 
3.3 Case Study 

The developed system was applied to the construction project called “A” in Japan, scheduled from 2016 
to 2024. Construction project A was carried out as part of an underground railroad project, and involved work to 
build retaining walls and box culverts for a subway section at the transition section between the over ground and 
underground tracks. The excavation was carried out in the vicinity of a preexisting in-service track to construct 
the structure of the underground railroad. The construction length is adjacent to the pre-existing track along its 
whole length distance of 646m. Accordingly, the monitoring of the construction impact on the pre-existing track 
is required along the entire construction line. The construction length is divided into 35 construction blocks to 
facilitate the construction management and the simultaneous construction of multiple blocks. After the 
construction of the retaining walls, soil near the preexisting track is excavated, and struts are installed. Then, the 
skeleton of the railroad section is constructed, after which the shoring is removed and the excavated area is 
backfilled. When constructing the frame, the lining board is removed from the construction site and the work is 
carried out underground. 

In order to constantly monitor the impact of construction work on the preexisting track, several site 
conditions were measured at regular intervals along the construction length. Subsidence gauges, which measure 
the subsidence of the construction base, were installed at the preexisting track side between the earth retaining 
wall and the track at intervals of 10m along the construction length. Small inclinometers were installed on the 
overhead contact poles of the existing track at intervals of 40m to measure the inclination of the poles. Strain 
gauges and thermometers were installed on the struts of the shoring to measure the axial force of the struts. Since 
the shoring to be installed differed depending on the excavation depth, strain gauges were installed not at regular 
intervals, but each time a shoring was installed. Multistage inclinometer and laser distance sensors were used to 
measure the horizontal displacement of the retaining wall and change in the inner space. Both the multi-stage 
inclinometer and the laser distance sensor measure the displacement of the retaining wall, but from the viewpoint 

of installation cost, they were used according to the depth of excavation to be measured. Laser distance sensors 
were used for the construction blocks where the excavation depth is shallow, and multi-stage inclinometers were 
used for deeper blocks. The total number of sensors installed was 61 subsidence gauges, 17 small inclinometers, 
33 strain gauges, 68 multistage inclinometers, 3 laser distance sensors. The distance group and sensor groups, and 
their associated labels are summarized in Tables 1, 2, and 3. The number of installed sensors and collected 
measurements from distance group 1 were insufficient to perform the statistical analysis, so their data were 
excluded from the analysis. Furthermore, aggregating the strain and temperature data of the struts by their distance 
groups does not yield meaningful information, as the sensors were not installed at regular intervals, and the shoring 
design changes along the construction length. Therefore, the strain and temperature data of the struts were excluded 
from the current statistical analysis. 

 
3.4 Visualization Using 4D Models 

A 3D model of the construction target, surrounding structures, and sensors was created as a component of 
the BIM 4D model. The 3D model of the construction object was divided into task groups according to the work 
content in order to associate it with the process data. The task groups included in the analysis are summarized in 
Table 4. The 3D objects representing the sensors were enlarged to facilitate visualizing changes in their 
measurements. Additionally, multiple process data could be associated with the same object if the processes were 
conducted simultaneously. 

For each sensor installed at the construction site, information on the measuring device ID, measurement 
type, installation position, measurement date and time, and measured value was stored in the database. Since the 
measurement frequency of sensor data differs depending on the sensor, it is necessary to determine the 
representative value when outputting the measurement data to the system. Since the process data is daily data, we 
output the data at 17:00 when construction work concludes for the day. This allows monitoring of the site condition 
on a daily basis. The quality control value of sensors was set based on the design value of the displacement of the 
earth retaining and shoring predicted from the results of structural analysis of the shoring. Since this design value 
changes according to the excavation progress, it is updated daily in the database system as the construction 
progresses. 

The 3D model object was associated with the sensor ID stored in the sensor database, and the sensor data 
was linked to the BIM 4D model as attribute information. Based on the date and time specified in the BIM 4D 
model, the database is referenced based on the sensor ID associated with the model, and the measurement and 
management values are displayed in the model. The 3D object of the sensor in the BIM 4D model was associated 
with the database through their corresponding sensor IDs. By setting the process data in the BIM model, the daily 
construction status was reflected on the BIM 4D model according to each type of work, and the daily measurement 
values of the sensor and the construction status was visualized simultaneously. In addition, we were able to 
visualize the trend of the sensor data with time by using a time-lapse chart. 

 
Table 1. Distance groups for which sensor data was aggregated 

Group 
no. 

Construction 
Blocks 

Start location 
(m) 

End location 
(m) 

Length 
(m) 

1 BL1 →BL6 
(Excluded due to insufficient data) 0 110 110 

2 BL7 →BL13 110 240 130 

3 BL14→BL23 240 410 170 

4 BL24→BL28 410 510 100 

5 BL29→BL35 510 650 140 
 

Table 2. Sensor groups installed at each distance group 
Notation. Measurement Sensor Type 

dis Displacement of retaining wall  Multistage inclinometer and Laser distance sensors 

sub Subsidence of construction base Subsidence gauges 

inc Inclination of overhead poles Small inclinometers 
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Table 3. Labels uses for various measurements at distance group 

 Distance groups 

1 2 3 4 5 

Sensor  
groups 

dis dis-1 dis-2 dis-3 dis-4 dis-5 

sub sub-1 sub-2 sub-3 sub-4 sub-5 

inc inc-1 inc-2 inc-3 inc-4 inc-5 
  

Table 4. Task group 
Task 
no. Type of work 

task1 Soil excavation 

task2 Soil backfill 

task3 Sheet pile installation 

task4 Strut assembly 

task5 Strut disassembly 

task6 Overburden increase 

task7 Overburden decrease 

task8 Unrelated 

task9 Water level lowering 

task10 Rebar assembly and formwork 
 

 
Figure 2. Time series plots of displacement, subsidence, and inclination sensors of distance groups 2 to 5 

 
4. RESULTS 

We analyzed the sensor data acquired from May 2020 to February 2022. The 35 construction blocks were 
divided into 5 distance groups as shown in Table 1. As shown in Table 2, there were multiple time series data for 
4 sensor types, (1) displacement, (2) subsidence, (3) inclination. Each time series was aggregated for the 5 distance 
groups shown in Table 1 (distance group 1 was excluded due to insufficient data). Table 3 shows the codification 
used for the sensor and the distance groups. Five distance groups were associated with each of the three sensor 
groups. The task groups conducted throughout this data collection period are summarized in Table 4. 
 
4.1 Sensor Measurements and Statistical Analysis 

The time series plots were created for sensor data at all distance groups to visually investigate potential 
correlations (Figure 2). This graph shows the daily sensor values for the multistage inclinometer, subsidence gauge 
and small inclinometers for each distance group. Some correlations were clearly visible, such as the inverse 
correlation between retaining wall displacement and base subsidence data at distance group 5. Boxplots of sensor 
data versus construction tasks for each distance group are shown in Figure. 3. Distance groups 2 and 4 were chosen 
as representative groups for the data. 
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4.2 Correlation Matrix 
Pearson Correlation between all sensor groups and distance groups 2, 3, 4 and 5 was calculated, and the 

heat map shown in Figure. 4 was generated. In Figure. 4, positive correlations are shown in red, and negative 
correlations in blue. The darker the color, the higher the correlation. Using 0.75 as the cut-off for significant 
correlation, the following observations were made from the heat map. 

a) For distance within the same distance group, displacement and inclination groups at distance groups 
3 and 4 showed high correlations (dis-3 & inc-3: -0.89, dis-4 & inc-4: -0.79). 

b) Across adjacent distance groups, 3 and 4, displacement and inclination sensors showed significant 
correlation (dis-3 & inc-4: -0.78, dis-4 & inc-3: -0.9). 

c) Displacement sensor groups at these distance groups 3 & 4 were highly correlated (0.9). 
A few other correlations were also observed across the non-adjacent distance groups such as sub-2 with 

dis-3 (-0.97), sub-2 with dis-4 (-0.9), sub-2 with inc-4 (0.75), inc-2 with inc-4 (0.79), dis-3 with sub-5 (-0.77), and 
sub-2 with sub-5 (0.83). Subsidence groups were correlated with inclination groups, and sensor group 4 and sensor 
group1 within each of 5 different distance groups. 

 

 
Figure 3. Task group plots of sensor data 

 

 
 

Figure 4. Pearson’s correlation coefficient matrix of the sensor groups 
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5. DISCUSSION 
By associating the sensor data with the BIM model and reproducing the construction progress, we could 

visualize the time variation of the sensor data. Since the situation can be checked visually on the system, the effort 
required to prepare materials such as process charts to investigate the cause was reduced. In this study, since the 
construction data is updated daily, the construction progress was reproduced in the model using the progress of 
the previous day when the process data was updated. However, more frequent measurements will be needed if the 
cause of sudden changes during construction is to be evaluated using the current system. Therefore, the method of 
capturing various sensor data needs to be considered in order to determine the optimal frequency of updating the 
construction progress and visualizing the sensor data in the system. 

By associating the sensor data with the construction status on the BIM model and visualizing it, site 
engineers no longer need to manually compare and evaluate site conditions in relation to sensor data. In future 
work, we plan to incorporate sensors and construction management information other than those tested in the 
current work, as well as improve the model so that it can be managed centrally. Currently, sensor information in 
this system is updated on a daily basis, so we will increase updating the frequency to reflect real-time site 
conditions and enable fast responses to sudden site condition changes. 

Some observations could be made from the descriptive analysis. For example, at distance group 5, 
displacement and subsidence data were correlated. Regarding the land subsidence, there is a correlation between 
the cut beam axis force and the sediment meter. To validate the findings, future work could perform a principal 
component analysis (PCA) on the sensor data. PCA is a technique that reduces the dimensionality of the data by 
identifying the most important components. The first principal component will capture the largest amount of 
variance in the data, and it can help identify which sensors are most important. Using the information about what 
tasks are happening at each distance, we can determine which sensors are necessary for monitoring those tasks. 
For example, if a particular task only affects one sensor type, there is no need to monitor the other sensor types at 
that distance. 

 
6. CONCLUSIONS 

In order to improve the efficiency of measurement at the construction stage, we constructed a system that 
associates sensor information with BIM 4D models. We applied the developed system at an actual construction 
site and confirmed that the sensor data linked to the construction status could be visualized. Regarding ground 
subsidence, which is an important metric for construction work near railroads, correlation between the 
inclinometers and the horizontal displacement of the retaining wall was observed from the data analysis. 

Statistical analysis was conducted to investigate potential correlations between multiple sensor types along 
different construction distances across 2 years. Pearson’s correlation coefficient heat map pointed to the existence 
of correlation across sensor groups, however, there was also some correlation across the distance groups and not 
just within the specific distance groups. For further research, task information, especially the key task which 
impacts all sensors in the given distance group, should be populated across the entire observed data set. 

This would allow for the inclusion of task groups in the analysis and testing for potential correlations. 
Further data cleaning and data population would help improve the quality of the analysis. 
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Abstract: The emergence of computer vision technology makes automatic quantity counting of construction 
materials possible. However, the industry and academia still face the problem of a lack of training data, resulting 
in weak performance of trained models. To solve the problem, this study utilizes Unreal Engine and data 
augmentation techniques to create digital construction material assets, generating ultra-realistic 2D and 3D renders 
of construction material for model training. Our experiments show that a hybrid of the real and generated data 
improves model performance. To demonstrate the effectiveness of the proposed method, a hybrid scaffold dataset 
containing several 3D digital models, and 907 2D images with 165,901 scaffold pipe instances is constructed. The 
results show that models trained with hybrid scaffold data gain about 4.6% promotion in average precision (AP) 
and 4.1% in average recall (AR), revealing that our method can generate high-quality hybrid data and improve the 
performance of the trained models. 
 
Keywords: Hybrid dataset generating, Construction material, Unreal Engine, Data augmentation, Digital model. 

 
1. INTRODUCTION 

Construction materials are key factors on construction sites. During the construction period, materials are 
kept in the on-site warehouse, and warehouse keepers must check the quantity and quality of materials for 
management purposes. Traditionally, such management of construction materials relies on manpower. Keepers 
need to manually check the amount of materials during storage and use, which is time-consuming, laborious, and 
error-prone. 

With the rapid development of deep learning and computer vision technology, such as image classification, 
detection, and segmentation in recent years, industry and academia have begun to utilize these technologies to 
achieve automatic recognition and management of construction materials. For instance, to monitor changes on 
jobsite, material appearance was recognized by the filter bank and principal Hue-Saturation color value with an 
accuracy of 97% (Dimitrov & Golparvar-Fard, 2014). In another research, a deep convolutional neural network 
(DCNN) was applied to identify different construction materials and achieved 94% classification accuracy (Davis 
et al., 2021). To reduce the cost of labor and time, researchers proposed a YOLOv3-based method to automatically 
detect and count steel bars, and their method achieved a high average precision of 99.7% (Yang Li et al., 2021). 
Researchers also build construction material datasets and used state-of-the-art computer vision technology to 
recognize construction material. This study revealed that high-quality datasets are important for training deep-
learning models (Sun & Gu, 2022). 

Despite the emergence of plentiful research work, academia and industry still face the problem of lacking 
high-quality data for model training (Paneru & Jeelani, 2021), causing limited generalization ability of the trained 
models. For example, although the study achieves high precision, false detections occur in complicated real-world 
scenarios such as insufficient illumination and occlusion (Yang Li et al., 2021). Early study also implicates that 
training models with small-scale datasets can lead to overfitting and weak generalization (Karystinos, G. N., & 
Pados, D. A., 2000). To solve the problem of lacking data, this study proposes an approach for generating high-
quality hybrid data using data augmentation and Unreal Engine, a powerful 3D modeling and game developing 
software. The generated data have the characteristics of diversity and verisimilitude, and experiments show that 
with hybrid data, models get over 4% improvement in both precision and recall, revealing the effectiveness of the 
proposed approach. 

This study selects scaffold, the commonly used construction material, as the research object. As shown in 
Figure 1(a), a scaffold pipe has the appearance characteristics of a circular steel tube, with an adapter plug on both 
sides. Typically, these scaffolds are stored in stacks when not in service, thus the stacked scaffolds get spatial 
characteristics, including occlusion, dense placement, and irregular placement on depth, as shown in Figure 1(c). 
Such spatial characteristics of stacked materials raise significant challenges for computer vision-related research, 
including material recognition and detection. Thus this study will contribute to solving the challenge from the data 
level. 
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Figure 1. Appearance and spatial characteristics of the scaffold 
 

2. METHOD 
There are two problems that hinder the development of vision-based research on material. One is that 

industry and academia lack high-quality data for model training, and the other is that stacked materials bring 
challenges for recognition and detection. To address the mentioned problems, this study proposes an approach for 
generating high-quality hybrid data with Unreal Engine and data augmentation. The approach consists of three 
parts, 3D digital model generating, 2D image generating, and data augmentation.  

There have been various vision tasks in construction material-related research, including classification, 
detection, tracking, etc. Different tasks focus on different features, such as shape, material, texture, angle of view, 
and so on. To obtain data that can serve more vision tasks, this study takes the mentioned factors into account 
when generating data. 

The overall framework of the approach is shown in Figure 2. 
 

 
 

Figure 2. Framework of approach 
 
2.1  3D Digital Model Generating 

Generating 3D digital models with appearance and spatial characteristics is the key to the approach. Firstly, 
a three-dimensional model of the scaffold is constructed in Unreal Engine 4 (UE4). The obtained model must be 
consistent with the real scaffold in appearance characteristics, as shown in Figure 3(a). Secondly, a stacked scaffold 
model is generated by stacking massive scaffolds together, like how they are stored on real construction sites. The 
spatial characteristics of the real scaffold stack, including occlusion, dense placement, and irregular placement on 
depth are reproduced in digital models, making the generated models more realistic, as shown in Figure 3(b). 
Lastly, material texture, illumination, and rendering effect are applied to generated models in UE4. With an 
appropriate combination of factors mentioned above, an ultra-realistic three-dimensional scaffold model can be 
established, as shown in Figure 3(c). 
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Figure 3. Process of 3D model generating 
 

2.2  2D Images Generating 
Capturing images from 3D scaffold models under multi-view and various environmental conditions is a 

vital way to obtain diverse and high-quality image data. With the generated 3D models, high-quality images can 
be acquired through two main ways: multi-views and distances, and various environmental conditions. 

For 3D models look different under different views and distances, this study captures images from 3D 
scaffold models under multi-views and distances, aiming to better depict the features of scaffolds. Figure 4 shows 
how to capture images from multi-views and distances. The view of the camera changes from front view, top view 
to side view, and the distances vary from close to middle range.  

Changing environmental conditions is another way to obtain diverse image data. In the real world, 
collecting image data from various environments is a tough task. However, in UE4, it’s just the click of a button 
to change environmental conditions such as illumination and weather, making it easy to obtain a large amount of 
image data. In this study, a series of environmental conditions, including strong light, dim light, shadow, fog, and 
so on, are applied to simulate the real world, and then diverse image data are captured. 
 

 
 

Figure 4. Capture images from multi-views and distances 
 
2.3  Data Augmentation 

Two types of data augmentation methods are applied in this study to add diversity to data. At the 3D 
model level, data augmentation is achieved by changing the material textures of the 3D model. Textures such as 
steel, copper, wood, rock, and concrete are utilized so as to make the 3D model diverse and realistic, as shown in 
Figure 5. At the 2D image level, HSV augmentation is applied. HSV augmentation is an image processing method 
that performs color space conversion on an image and randomly enhances or weakens the HSV(hue, saturation, 
and value) components in the color space to generate a new image. With the two types of data augmentation 
methods, the generated 3D models and 2D images get more diversity, which is important for constructing high-
quality datasets. 
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Figure 5. different materials and textures 
 

To measure the effectiveness of the data generated by this method, this study utilizes the generated 
scaffold dataset to train Faster R-CNN (Ren et al., 2017), a classic detection algorithm, and applies average 
precision (AP) and average recall (AR) as evaluation metrics. AP@ α is the average precision at a fixed intersection 
over union (IoU) threshold of α. In this study, AP@50 (coarse metric) and AP@75 (strict metric) are used. In a 
nutshell, trained models with high AP are more accurate, and models with high AR are not prone to missed 
detection. 

 
3. RESULTS 

Figure 6 shows the results of 2D image generating. Figure 6(a)(b)(c) give a glance of images captured 
from the front view, side view and overhead view, and the features of the scaffold are well presented through 
multi-view images. Figure 6(d)(e)(f) show the images captured under three environmental conditions, bright light, 
dim light, and foggy. It can be found that such image data have the characteristic of diversity and reality. 
 

 
 

Figure 6. Results of 2D images generating 
 

The results of data augmentation are shown in Figure 7. It can be found that, with the HSV augmentation, 
the original images generate two new images with different color features. In this way, more features of the scaffold 
are available, and the diversity of data is improved. Thus models are possible to learn better from features and 
avoid overfitting with diverse training data. 
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Figure 7. Results of data augmentation 
 

With the method proposed in this study, 10 three-dimensional digital models of the scaffold, as well as 
126 high-quality 2D images, were generated. Based on these data, a hybrid scaffold dataset was established. The 
dataset consists of 3D digital models and 2D hybrid images, and the hybrid images contain 126 generated images 
and 781 real images. For model training, all images were labeled with bounding box information (shown in Figure 
8) in two formats, COCO format (Lin et al., 2014) and VOC format (Everingham et al., 2015). In short, the hybrid 
scaffold dataset contains 10 digital models, and 907 images, with a total amount of 165,901 scaffolds.  
 

Table 1. Dataset details 
Data type Data information Number Annotation 
3D model Digital models in UE4 10 Semantic label,  

integrated in models 
Generated image Captured from UE4, JPG format 126 Bounding box, 

COCO&VOC format 
Real image Collected from 6 construction sites, JPG format 781 Bounding box, 

COCO&VOC format 
 

 
 

Figure 8. Bounding box annotation 
 

A comparison of the images from the hybrid dataset is shown in Figure 9. The generated images are listed 
in the first row, and the second row consists of real images collected from construction sites. It can be found that 
the two kinds of images get high similarity in appearance. However, the generated images have more diversity in 
the angle of views and environments, and this characteristic can contribute to related research at the feature level 
and data level. 



128

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

 
 

Figure 9. Images of the hybrid dataset 
 

4. DISCUSSION 
4.1  Effectiveness of Generated Data 

To reveal the effectiveness of the method and the quality of the generated data, comparative experiments 
were carried out. A classic detection algorithm, Faster R-CNN, was selected as the baseline model. Four models 
A, B, C, and D are trained with datasets a, b, c, and d respectively, with the same training strategies and 
configurations. After training, the outcoming models were evaluated on the same validation dataset, and the 
evaluation metrics measure the performance of the trained models, as well as measuring the quality of different 
data. The experiment results are shown in Table 2. 
 

Table 2. Experiment results 
Model Training data AP AP@50 AP@75 AR 

A Dataset a: 100 real images 0.507 0.950 0.830 0.540 
B Dataset b: 100 generated images 0.497 0.930 0.830 0.535 
C Dataset c: 100 real images and 100 generated images 0.553 0.950 0.914 0.581 
D Dataset d: 50 real images and 50 generated images 0.540 0.949 0.910 0.570 

 
The results from Table 2 show that, compared to model A which only utilizes real images, model C, which 

is trained with a hybrid dataset, achieved approximately 4.6% improvement in AP and 4.1% in AR. These findings 
reveal that using a mixture of real and generated image data can enhance the algorithm's performance, and the 
hybrid dataset proposed in this study has characteristics of high quality and effectiveness. Another finding is that 
model B, which is trained with only generated images, has an inferior performance to model A. This result 
demonstrates that generated image data cannot completely replace real data, and it is better to combine real and 
generated images to form hybrid data. 

Model D is set to show the impact of the number of data. The performance of model D is slightly inferior 
to that of model C but much better than that of model A and model B, showing that more data do benefit the 
performance of models, but the main contribution of improvement is the hybrid data.  

 
4.2  Application 

The hybrid data-generating approach proposed in this study is applicable to materials that are densely 
stacked, such as steel bars, scaffolds, and timber. The steel bar, for instance, is another common material and has 
some similar characteristics such as irregular placement and occlusion. Following the framework in Figure 2, one 
can generate 3D steel bar models and 2D images without much effort, and these generated data can contribute to 
research such as steel bar management and construction progress monitoring. The high-quality data can also be 
used for computer vision tasks such as image classification, object detection, and semantic segmentation. 
Furthermore, the proposed method can also be effective in cases when the target objects have unique appearance 
characteristics or when there is a lack of data. 

 
5. CONCLUSIONS 

The academia and industry have faced the problem of a lack of data for a long time. In this study, the main 
idea is to combine Unreal Engine and data augmentation to generate ultra-realistic 3D digital models and 2D 
diverse images of construction material. With the proposed method, a hybrid scaffold dataset containing 10 3D 
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Furthermore, the proposed method can also be effective in cases when the target objects have unique appearance 
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5. CONCLUSIONS 

The academia and industry have faced the problem of a lack of data for a long time. In this study, the main 
idea is to combine Unreal Engine and data augmentation to generate ultra-realistic 3D digital models and 2D 
diverse images of construction material. With the proposed method, a hybrid scaffold dataset containing 10 3D 

digital models, and 907 2D images with 165,901 scaffold pipe instances is constructed. Further experiments show 
that the generated hybrid data can improve the performance of the trained models. 

Nevertheless, the proposed method is not fully automatic, and manual effort is required during 3D digital 
model generating and 2D image generating. It is possible to run the whole process automatically in the future study. 
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Abstract: In Building Information Modeling (BIM)-based cost estimation, elements shall be classified in a way 
that aligns with measurement standards and estimating practice. Traditional rule-based and machine learning 
methods are either time-consuming or cannot meet fine-grained classification requirements in cost estimation. To 
overcome this challenge, this paper presents a novel framework based on BIM and Multi-Modal Deep Learning 
(MMDL) for automatic fine-grained BIM element classification. It begins with the transformation of multi-modal 
(i.e., graphical and non-graphical) element features from BIM models. Subsequently, an MMDL model is 
developed and deployed to fuse the multi-modal BIM element features for end-to-end fine-grained classification. 
The framework is validated with a BIM element classification dataset. The results show that fine-grained elements 
can be classified with high accuracy (over 99%) in an end-to-end manner. 
 
Keywords:  Building information modeling, Multi-modal deep learning, BIM data fusion, Classification, 
Interoperability, Cost estimation 
 
1. INTRODUCTION 

Construction cost estimation is a process of classifying construction items that constitute a building project, 
measuring their quantities, and computing the project cost (Ma et al., 2013). Traditionally, it is time-consuming 
and error-prone as it requires quantity surveyors and cost estimators to interpret 2D designs (e.g., drawings, 
specifications) to determine appropriate cost parameters manually (Liu et al., 2022a). In recent years, the 
development of Building Information Modeling (BIM) creates a paradigm shift in this process. Design information 
can be automatically extracted from BIM models and associated with cost parameters to produce accurate cost 
estimations while significantly reducing human effort (Elghaish et al., 2020). 

To automatically extract accurate design information from BIM models, how to classify BIM elements in 
compliance with cost estimation requirements is a major challenge (Fazeli et al., 2020). In BIM-based cost 
estimation, elements are supposed to be classified in a way that allows interoperability with measurement standards 
and estimating practice (Wu et al., 2014). Figure 1 illustrates the fine-grained element classification method under 
such cost estimation requirements. Fine-grained classification means that a general category of element, such as 
slab, shall have multiple domain-specific sub-categories. This is different from normal BIM classification where 
elements only have general categories (e.g., slab, beam, wall). For example, according to the Standard Method of 
Measurement (SMM) for building works (e.g., (Hong Kong Institute of Surveyors, 2018)) commonly used in 
commonwealth countries (the UK, Singapore, etc.), suspended slabs and coffered slabs should be measured 
separately with reference to different measurement rules. Thus, slab elements in BIM should be classified as two 
fine-grained categories to be associated with different measurement rules, as shown in Figure 1 (a). In addition, 
slabs with different geometry and/or semantics need to have fine-grained classifications linked with different unit 
rates for accurate cost estimation, as shown in Figure 1 (b). Nevertheless, native BIM models usually do not have 
such cost-related fine-grained element classifications since they are structured by the built-in classification system 
in the original BIM authoring software, and it is not uncommon to see that designers do not incorporate fine-
grained classifications in BIM models (Lee et al., 2014). Thus, quantity surveyors need to map BIM elements to 
fine-grained classes for accurate cost estimation. 

However, the classification criteria are implicitly buried in various measurement rules and estimating 
practice (Wu et al., 2014). Heavy human intervention is required to align BIM elements with the cost-specific 
classifications. Thus, an automatic method to classify BIM elements into fine-grained categories is needed to 
alleviate the considerable human effort in this process. As a data-driven end-to-end approach where rules are 
learned from the data itself and mappings between inputs and outputs are achieved directly without intermediate 
intervention (Akinosho et al., 2020), deep learning provides new possibilities for human-free BIM element 
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classifications. In particular, Multi-Modal Deep Learning (MMDL) (Ngiam et al., 2011), a subset of deep learning 
that jointly utilizes various data modalities (i.e., data representation forms, such as image, text, and audio, to store 
information) for learning and reasoning, brings new insights to integrate graphical and non-graphical BIM data  
for fine-grained classification that needs to distinguish elements at both the graphical and non-graphical levels (as 
shown in Figure 1). Previous studies have demonstrated the potential of deep learning in BIM semantic reasoning 
and enrichment (Zabin et al., 2022), however, the application of MMDL for BIM element classification is still in 
its infancy. Therefore, this study aims to develop a novel data-driven end-to-end framework based on BIM and 
MMDL to automatically classify fine-grained BIM elements for construction cost estimation.    

 

  
(a) Different fine-grained slab classifications with graphical differences considering measurement 

standards – A and B shall be associated with different measurement rules 

 
(b) Different fine-grained slab classifications with non-graphical differences considering estimating 

practice – C and D shall be associated with different unit rates 
 

Figure 1. Element classification under cost estimation requirements – A slab example 
 
2. PROPOSED METHOD 

Figure 2 presents the overall proposed method. BIM element graphical (i.e., visual element images) and 
non-graphical (i.e., textural geometric and semantic attributes) features are extracted from BIM models, where the 
elements are graphically represented as specific objects in terms of quantity, size, shape, location, orientation, etc. 
(Construction Industry Council, 2021) and contain the necessary cost estimation-related information including the 
material type (Liu et al., 2022b). Following this, a fine-grained BIM element classification dataset integrating the 
graphical and non-graphical BIM data is established based on specific classification criteria for cost estimation 
(e.g., Figure 1). An MMDL model is then developed to fuse the BIM graphical and non-graphical features. In this 
study, the term Multi-Modal (MM) refers to the consideration of both BIM graphical and non-graphical 
information. Afterwards, the trained MMDL model is utilized to automatically classify elements from new BIM 
models into fine-grained categories for subsequent cost estimation. Details of the method are provided in the 
following subsections. 
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Figure 2. Proposed method based on BIM and MMDL 
 
2.1 Transformation of Multi-modal BIM Element Features 

Based on BIM models with specific graphical representations and necessary cost estimation-related non-
graphical information, a transformation method is developed to extract the multi-modal BIM element features, as 
shown in Figure 3. The graphical features,which are represented by elemental images, are normalized by 
calibrating pixel intensities into a normal distribution to allow faster convergence in the subsequent model training 
(Shin et al., 2020). The non-graphical features containing the elemental geometric and semantic attributes are 
represented as numerical and string values, respectively. The numerical values (e.g., element size) are kept in their 
original forms, whereas the string values including family name become computable through natural language 
processing. Text preprocessing steps such as tokenization, and stop word removal are first conducted for string 
values. Then, word embedding (Jurafsky and Martin, 2008) is introduced to represent the preprocessed string 
values in a computable form. It converts words into real-valued vectors that encode the word meanings, in which 
case the vectors of similar words are closer in the vector space. Subsequently, the word embeddings are summed 
and averaged to maintain the same dimension as the numerical values. Finally, the transformed graphical and non-
graphical BIM features are integrated to form the base of the multi-modal inputs for the element classification. 

 

 
 

Figure 3. Transformation of multi-modal BIM element features (take one wall as an example) 
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2.2 MMDL for End-to-end Classification 
As seen in Figure 1 and Introduction, the BIM element fine-grained classification for cost estimation 

requires both graphical and non-graphical information for distinguishment. Traditional unimodal deep learning 
methods that consider a single data modality cannot classify the elements at the fine-grained level due to the lack 
of discriminative information. Therefore, an MMDL model is developed to fuse the BIM graphical and non-
graphical modalities for fine-grained end-to-end element classification. 

Figure 4 illustrates the architecture of the proposed MMDL model, which comprises a graphical and a 
non-graphical branch to handle the BIM visual element image and textural element attribute modalities, 
respectively. The graphical branch utilizes the Convolutional Neural Network (CNN), a deep learning model that 
excels in visual imagery analysis (Valueva et al., 2020). Specifically, the input element image undergoes a 
convolutional layer that multiplies the color values of the convolved image patch (i.e., a pixel and its 
neighborhood) by a filter kernel matrix. The Rectified Linear Unit (ReLU) activation function is applied after the 
convolutional layer to introduce nonlinearity to the model, followed by max-pooling to extract a down-sampled 
feature map. This stack of layers is repeated in the graphical branch. The final max-pooling layer's output is 
flattened for fusion with the non-graphical branch. 

Motivated by the superiority of the self-attention mechanism in capturing a wide range of global 
contextual information into local features (Vaswani et al., 2017), an attention-based module is developed in the 
non-graphical branch to encode the rich BIM element attributes. This module first decomposes each input element 
attribute into three items, namely query, key, and value, through three trainable transformation weight matrices in 
the linear transformation. Based on this, a scaled dot product attention mechanism is applied. For each query, the 
model learns the information from the global input features through an attentive process. More details about the 
attention mechanism can be found in (Vaswani et al., 2017). Finally, the attention readout is fused with the 
graphical branch to integrate the visual image and textural attribute modalities of BIM elements. 

The flattened output from the graphical branch and the attention readout from the non-graphical branch 
are transformed through fully-connected layers into values with the same dimension. Then, a weighted addition 
strategy is employed to fuse the encoded graphical and non-graphical features, as shown in Eq. (1), where 𝑂𝑂𝑂𝑂𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  
is the fusion output after the weighted addition layer, 𝑂𝑂𝑂𝑂𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖 and 𝑂𝑂𝑂𝑂𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛−𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖 denote the outputs from the 
graphical and non-graphical branches with the same dimension, respectively, and 𝜆𝜆𝜆𝜆  and 𝛾𝛾𝛾𝛾  are trainable 
influential factors of graphical and non-graphical information, respectively, to reveal the impact of each modality. 
This modality-aware design enables the model to selectively absorb and synthesize information from various BIM 
data modalities that may differ in importance. The fusion output is then sent to two fully-connected layers with the 
ReLU activation function to produce fine-grained BIM element classification. 
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Figure 4. The proposed MMDL model fusing BIM graphical (i.e., visual element image) and non-graphical (i.e., 

textural element attributes) information 
 

A classification model is obtained after training the proposed MMDL model with the BIM element multi-
modal features as the inputs. For elements in new BIM models that also have specific graphical representations 
and necessary cost estimation-related information, the trained model can automatically deduce the corresponding 
fine-grained classifications, which greatly reduces the required human workload. The BIM models enriched with 
fine-grained classification information can then be smoothly utilized in subsequent cost estimation activities.  
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3. EXPERIMENTS AND RESULTS 
3.1 Experimental Design 

The proposed method was implemented in a desktop computer with the Windows 10 system, one Intel(R) 
Core(TM) i7-11700KF @ 3.60GHz processor, one NVIDIA GTX 3060Ti graphical processing unit (GPU), and 
32GB random-access memory (RAM). The BIM models used in this study are vendor-neutral IFC models. 
IfcOpenShell 0.7.0 (IfcOpenShell, 2022) and BlenderBIM 0.0.220619 (BlenderBIM, 2022) are used to perform 
the transformation of multi-modal BIM element features. PyTorch 1.11.0 (Linux Foundation and Meta AI, 2022) 
is adopted as the deep learning platform to develop the MMDL model. 

For illustration, a multi-modal fine-grained BIM element classification dataset is created based on the 
BIM models shown in Figure 5. They are from two real BIM-based cost estimation projects in Hong Kong. 
Elements are obtained from the collected BIM models. Figure 6 and Figure 7 show the classes of the elements in 
the dataset and the number of elements in each class, respectively. The dataset covers typical concrete building 
element types including slab, beam, column, and wall, each of which has fine-grained sub-categories regarding 
their graphical and/or non-graphical differences. The multi-modal BIM element features are obtained according to 
the data transformation method (Figure 3). The elements in the dataset are classified and labeled according to 
standard methods of measurement (Hong Kong Institute of Surveyors, 2018) and cost estimation practice from 
cost experts. 

The model training is based on the recommendations and practices in previous studies (Emunds et al., 
2022). The dataset is randomly split into training and testing sets with a ratio of 8:2, resulting in 2345 and 587 
elements in the training and testing sets, respectively. 30% of the training set is further separated as a validation 
set. Then, the model is trained over the remaining 70% of the training set and evaluated using the validation set 
according to the classification metrics shown in Figure 8 and Eqs. (2) – (5) to determine optimal hyperparameters, 
where 𝑖𝑖𝑖𝑖 stands for a class, 𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛𝑡𝑡𝑡𝑡𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 is the total number of samples, and 𝑛𝑛𝑛𝑛 means the total number of classes. After 
the hyperparameter tuning, the model is trained over the whole training set for 200 epochs with a batch size of 64, 
and the Adam optimizer (Kingma and Ba, 2017) is adopted with a learning rate of 0.001. Finally, the trained model 
is evaluated using the testing set to reveal the classification performance. 

 

 
(a)  

 
(b) 

 
Figure 5. Collected BIM models (typical floors) where elements are obtained for the fine-grained classification: 

(a) A residential building; (b) A commercial building 
 

 
 

Figure 6. 12 Typical BIM element classes for cost estimation in the dataset (For simplicity, different letters are 
used to represent different classes) 
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Figure 7. The number of elements per class 
 

 
 
Figure 8. Confusion matrix (TP: the number of positive samples being classified as positive; FN: the number of 
positive samples being classified as negative; FP: the number of negative samples being classified as positive; 

TN: the number of negative samples being classified as negative) 
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                𝐹𝐹𝐹𝐹1− 𝑃𝑃𝑃𝑃𝐴𝐴𝐴𝐴𝑃𝑃𝑃𝑃𝐴𝐴𝐴𝐴𝑃𝑃𝑃𝑃 =
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3.2 Classification Results 

The MMDL model (Figure 4) was developed and trained to automatically classify BIM elements into 
fine-grained categories. As shown in Figure 9, it achieves high classification performance in most categories. 

The influential factors of graphical and non-graphical branches in the modality-aware fusion strategy 
shown in Eq. (1) are 0.1963 and 0.8037, respectively, indicating that the rich non-graphical information plays a 
more important role in the fine-grained BIM element classification for cost estimation. This makes sense because 
of two reasons. First, the non-graphical features provide classification patterns (e.g., material property information 
via concrete grade attributes) that only originate from them. In addition, they also contain part of the information 
explicitly (e.g., general type information through family name attributes) that is encoded in the graphical features. 
Nevertheless, the graphical features still have certain impacts since they are indispensable to the distinguishment 
of fine-grained classes that are non-graphically the same but graphically different (e.g., the suspended slab Slab-
C and coffered slab Slab-D). 

Effectiveness of multi-modality. Table 1 shows the performance differences between the multi-modal and 
unimodal deep learning models. The multi-modality design enhances the performance by about 30% and 6%, 
respectively, compared with the graphical and non-graphical modalities alone, indicating the significant 
effectiveness of the multi-modality in facilitating the BIM element classification. 

Effectiveness of deep learning. The performance of the deep learning model and a typical machine learning 
model (i.e., random forest (RF)) with the fixed modality is studied to investigate the effectiveness of the deep 
learning module. As shown in Table 2, the deep learning model provides remarkably higher performance than the 
machine learning model in both graphical and non-graphical modalities. This implies that the deep learning module 
can significantly improve the BIM element classification results. 
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Figure 9. Confusion matrix of the proposed method (Each cell represents the percentage of elements in a class in 
the vertical axis being classified as a class in the horizontal axis. For example, the 100.0 in the first row and first 
column means that 100% of the elements in Slab-A class are classified as Slab-A class. The 0.0 in the first row 

and second column denotes that 0% of the elements in Slab-A class are classified as Slab-B class.) 
 

Table 1. Classification metrics of multi-modal and unimodal deep learning model  
 Accuracy Precision Recall F1-score 

MMDL  0.9915 0.9911 0.9917 0.9913 

MMDL graphical branch  0.6848 0.6950 0.6924 0.6902 

MMDL non-graphical branch 0.9267 0.9489 0.9313 0.9256 

 
Table 2. Classification metrics of deep learning model and typical machine learning model with fixed modality 

 Accuracy Precision Recall F1-score 

MMDL graphical branch  0.6848 0.6950 0.6924 0.6902 

RF with graphical input 0.5451 0.5338 0.5831 0.5327 

MMDL non-graphical branch  0.9267 0.9489 0.9313 0.9256 

RF with non-graphical input 0.9097 0.8531 0.9041 0.8664 

 
4. CONCLUSIONS 

Fine-grained BIM element classification is vital to ensure interoperability for BIM-based domain 
applications. This paper presents a novel fusion approach to classifying BIM elements into fine-grained categories 
for cost estimation. The contributions are mainly twofold. (1) A BIM data fusion framework that synthesizes 
graphical and non-graphical modalities in BIM models as training sources for data-driven element classification. 
To the authors’ best knowledge, this study pioneers the integration of various BIM data modalities for BIM element 
classification, which can eliminate the required human effort in developing classification rules and break through 
the bottleneck of unimodal learning. (2) A MMDL model to classify the fine-grained BIM elements. The modality-
aware MMDL architecture integrates CNN and attention modules with a weighted addition strategy to reveal the 
impacts of BIM graphical and non-graphical modalities, respectively, which allows selective recognition of 
various BIM data modalities and end-to-end classification of the fine-grained element categories. 

However, there are several limitations as follows. First, preparing the fine-grained BIM element 
classification dataset for model training requires time-consuming manual annotating effort. In the future, semi- or 
unsupervised deep learning techniques that require less labeled data will be explored to alleviate this aspect. In 
addition, this study mainly covers typical building elements (i.e., slab, beam, column, wall) of concrete structures 
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in cost estimation for illustration. More types of building elements and structures, as well as domain classification 
applications, will be investigated in future work to make the proposed framework more comprehensive. 
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Abstract: Under the trend of carbon neutrality, building energy is being paid more attention to in recent years. 
Building Energy Modeling (BEM) is a powerful and essential tool that assists building designers and managers to 
predict and manage building energy performance. Manually collecting data related to BEM from various sources 
is time- and expertise-demanding. Building Information Modeling (BIM) facilitates automatic BEM by the 
integration of multiple data, but recent studies showed that the seamless transfer of BIM to BEM has not been 
fully achieved. Ontology-based approaches provide another feasible solution to automatic BEM. Previously, we 
proposed an ontology model for BEM which can integrate data for BEM from key data domains, i.e., weather, 
building, internal heat gain and Heating, Ventilation, and Air-conditioning (HVAC) system. Automatic thermal 
zoning can be conducted via cross-domain reasoning based on the ontology model. However, to fully achieve 
automatic BEM, translation from the ontology model to the building energy model is needed. In this study, we 
propose an automatic ontology-to-BEM translation framework using instance-based mapping, dynamic data 
conversion and template-based configuration file generation. By the instance-based method, fields between the 
two different models can be identified and mapped at the entity level and the property level. By the dynamic data 
conversion algorithm, temporally-changing data can be retrieved from original databases based on the information 
provided by the ontology model, and the data can be automatically written to BEM configuration files. By the 
template-based configuration file generation workflow, the completeness of the BEM model is ensured. One floor 
of a campus building was selected as an illustrative example of the framework. The results showed that the 
proposed framework could automatically generate the building energy model while reducing the modeling time 
by over 99% with consistency of the manually dedicated modeling. 
 
Keywords:  Building energy modeling, Ontology, Model translation, Data mapping 
 
1. INTRODUCTION 

More attention is being paid to building energy efficiency, especially under the regulatory trend for carbon 
neutrality. To reduce building energy consumption and achieve energy efficiency, building energy management is 
essential throughout the entire building lifecycle. Building energy modeling (BEM) is a prerequisite of building 
energy management, and can help building designers and managers predict the energy demand and adopt optimal 
design or control strategies. However, data required for BEM, including location, weather, building geometry, 
construction typologies, internal loads, Heating, Ventilation, and Air-conditioning (HVAC) systems, operating 
strategies, schedules, etc. (Gao et al., 2019), are in different types and come from various information sources. For 
example, building geometries may be provided by Building Information Modeling (BIM) while the operation 
strategies and schedules of HVAC may be provided by Building Management Systems (BMS). The lack of precise 
input data results in low accuracy of prediction (Zhao & Magoulès, 2012). Manual collection of different data 
from various sources can be an error-prone and time-consuming job. In addition, inputting the data into the energy 
simulation engine usually requires expertise in BEM. Manual preparation of the input data and modeling process 
of BEM can scarcely achieve timely prediction and decision-making. Consequently, both efficient data model for 
data integration from multiple information sources and automatic BEM model generation are urgently needed for 
building energy management. 

BIM can serve as a building information hub which provides uniform data models and enhances data 
integration and interoperability. Therefore, BIM can be a solution to the issue of BEM data preparation and model 
generation. Previous studies focused on the adoption of BIM-based schemas (e.g., Industry Foundation Classes 
(IFC) and Green Building XML (gbXML)) for BEM, and have reported overcoming the hindrances to BIM-BEM 
process, including incorrect geometry translation, lack of material libraries, lack of space load, and lack of HVAC 
transformation (Gao et al., 2019). However, recent studies (Bastos Porsani et al., 2021; Bracht et al., 2021) still 
show that full interoperability between BIM and BEM had not yet been achieved. Some functions, e.g., thermal 
zoning and dynamic data conversion, need to be developed in a smooth and seamless BIM-BEM process. 

Ontology-based approaches have the potential to overcome the shortages of BIM-BEM. Recent studies 
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(Corry et al., 2015; Degha et al., 2019; Han et al., 2015; Hu et al., 2021; Lork et al., 2019; Schachinger & Kastner, 
2017; Zhang et al., 2021) have shown that ontology-based approaches are practical and efficient in building energy 
management with advantages including structured data schema for knowledge management, convenient bridging 
for cross-domain linking, and efficient logic inference for implicit knowledge discovery. However, ontology-based 
BEM is less studied. Only the ontology-based SimModel (Pauwels et al., 2014) was proposed for building energy 
simulation purposes but limitations still exist in that important elements for energy simulation, e.g., materials, 
space types, thermal zones and space loads, are not considered (Farzaneh et al., 2019; Gao et al., 2019). 
Consequently, further studies of ontology-based approaches should be conducted. 

Data integration and automatic modeling are two important issues of BEM. For data integration, we have 
proposed an ontology model (Figure 1) which covers four key information domains for BEM including weather, 
building, internal heat gain and HVAC system (Wu et al., 2022). Based on the model, we proposed inference rules 
and automatic thermal zoning that can be conducted in accordance with the criteria of internal heat gain, external 
heat gain and HVAC control. However, to achieve timely prediction and decision-making for building energy 
management, fully automatic modeling is essential. In this study, we propose an automatic ontology-to-BEM 
translation framework using instance-based mapping and dynamic data conversion. Fields between the two models 
can be identified and mapped at the entity and property level using the instance-based method. The temporally-
changing data (e.g., weather data and equipment operation schedules) can be retrieved from the original databases 
based on the information from the ontology model, and written to the BEM configuration files using the dynamic 
data conversion algorithm. One floor of a campus building was selected as an illustrative example of the framework. 
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Figure 1. Ontology model for BEM 

 
2. METHOD 
2.1 Instance-Based Mapping 

Representations of entities and properties are different between the ontology model and the building 
energy simulation model. The first issue is to achieve the accurate mapping of the same entities and properties in 
different models. It is a common issue in BIM-BEM studies, but it is less studied in ontology-to-BEM. The 
Instance-based method maps corresponding fields individually between two models in different schemas and it is 
by far the most effective way for schema mapping between complex schemas with the guarantee of mapping 
accuracy (Deng et al., 2016). Objects are written separately as individual items (Figure 2) in both ontology models 
(e.g., Web Ontology Language ontologies (OWL) file in Turtle syntax) and BEM models (e.g., EnergyPlus Input 
File (IDF)), which facilitates the implementation of the instance-based method for field mapping. 

Two levels of field mapping are studied. The first level is entity mapping, in which the corresponding 
entities are identified between the two models (e.g., CYT4001Occupancy in Figure 2). The second level is 
property mapping, in which the corresponding properties are identified under the same entity between the two 
models (e.g., occupancy name, space where the occupancy is located, etc. in Figure 2). Figure 3 takes the 
occupancy as an example to clearly show how the properties are translated from the proposed ontology model 
(Figure 3 (b)) to the building energy simulation model (Figure 3 (a)). There are three types of property mapping. 
Some properties (the red arrows) can be mapped directly. Some properties (the green arrows) should be calculated 
based on the ontology model and the database. Some properties (e.g., number of people) are set as default values. 
After field mapping, an automatic translation framework from OWL files and IDF files is established based on the 
Python scripts as shown in Figure 2. The Python library rdflib (RDFLib Team, 2022) is adopted to parse the 
ontology model and extract the information of the targeted fields via SPARQL Protocol and RDF Query Language 
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(Corry et al., 2015; Degha et al., 2019; Han et al., 2015; Hu et al., 2021; Lork et al., 2019; Schachinger & Kastner, 
2017; Zhang et al., 2021) have shown that ontology-based approaches are practical and efficient in building energy 
management with advantages including structured data schema for knowledge management, convenient bridging 
for cross-domain linking, and efficient logic inference for implicit knowledge discovery. However, ontology-based 
BEM is less studied. Only the ontology-based SimModel (Pauwels et al., 2014) was proposed for building energy 
simulation purposes but limitations still exist in that important elements for energy simulation, e.g., materials, 
space types, thermal zones and space loads, are not considered (Farzaneh et al., 2019; Gao et al., 2019). 
Consequently, further studies of ontology-based approaches should be conducted. 

Data integration and automatic modeling are two important issues of BEM. For data integration, we have 
proposed an ontology model (Figure 1) which covers four key information domains for BEM including weather, 
building, internal heat gain and HVAC system (Wu et al., 2022). Based on the model, we proposed inference rules 
and automatic thermal zoning that can be conducted in accordance with the criteria of internal heat gain, external 
heat gain and HVAC control. However, to achieve timely prediction and decision-making for building energy 
management, fully automatic modeling is essential. In this study, we propose an automatic ontology-to-BEM 
translation framework using instance-based mapping and dynamic data conversion. Fields between the two models 
can be identified and mapped at the entity and property level using the instance-based method. The temporally-
changing data (e.g., weather data and equipment operation schedules) can be retrieved from the original databases 
based on the information from the ontology model, and written to the BEM configuration files using the dynamic 
data conversion algorithm. One floor of a campus building was selected as an illustrative example of the framework. 
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Figure 2. Instance-based mapping between the ontology model and BEM model. 
 

 
 

Figure 3. Property mapping between the ontology model and the BEM model 
 
2.2 Dynamic Data Conversion 

In the operation phase, temporally-changing data from multiple sources. Weather data and schedules of 
equipment and occupancy are two main dynamic data which should be translated into the BEM model. To simulate 
building energy consumption in one past or future period, corresponding weather data should be selected according 
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Figure 4 shows the overall workflow of dynamic data conversion from the database to the BEM model. 
Dynamic data are stored in the original addresses instead of the ontology model and storage address information 
is provided by the proposed ontology model. Firstly, the data address information is retrieved from the ontology 
model via SPARQL query. Secondly, with address information and the simulation period, the query in Structured 
Query Language (SQL) can be constructed and sent to the databases which store the dynamic data. Finally, data 
can be retrieved according to the query and translated to EnergyPlus Weather Format (EPW) file or IDF file via 
Python scripts and the library eppy. 
 

 
 

Figure 4. Dynamic data conversion workflow 
 

Table 1 shows the algorithm to translate weather data to the BEM model. The inputs include the simulation 
period, weather file template and ontology model. The weather file template is the local weather file in EPW 
format. Recorded historic or forecast weather data, which contain relevant parameters, e.g., temperature and 
relative humidity, in time series, are retrieved from the database. The columns (parameter values) and the rows 
(timestamps) in the weather file template are located according to the simulation period. The template data in these 
columns and rows are covered by the actual data. Finally, the EPW file with the actual data is generated and 
inputted into the energy simulation engine. 
 

Table 1. Algorithm to translate weather data to the BEM model 
Algorithm 1: Weather file generation 
Input: start timestamp Ts, end timestamp Te, ontology model O, weather database D, weather file template F 
1 query and retrieve weather_address ← O 
2 query and retrieve weather_data[ ] ← D according to weather_address 
3 open F do 
4     for each weather_parameter in weather_data[ ] do 
5         parameter_data_list[ ] ← hourly data from weather_data[ ] between Ts and Te 
6         locate column of weather_parameter in F 
7         locate row between Ts and Te in F 
8         write parameter_data_list[ ] in column and row 
9     end for 
10 close F 
Output: EPW file F 

 
Table 2 shows the algorithm to translate the equipment schedule to the BEM model. There are two types 

of equipment schedules for two scenarios. If spaces are equipped with equipment status recorders, the running 
status (e.g., the percentage of full operation) can be recorded and serves as the historic data for schedule 
construction. If spaces are not equipped with equipment status recorders, the common practice is to use schedules 
provided by guidelines or standards according to the space types. Consequently, in the equipment schedule 
translation, schedules should be identified as guideline-based or record-based. In the building energy simulation 
engine, e.g., EnergyPlus (U.S. Department of Energy’s (DOE) Building Technologies Office (BTO) & National 
Renewable Energy Laboratory (NREL), 2022), schedules usually consist of hourly data. For guideline-based 
scenarios, hourly data are provided by guidelines directly. For record-based scenarios, data may be collected in 
different intervals and hence they should be translated into hourly data, e.g., by calculating the hourly average in 
the same hour every weekday or weekend. Table 3 shows the algorithm to translate the occupancy schedule to the 
BEM model. The occupancy schedule translation is similar to the equipment schedule translation, whereas the 
occupancy is usually recorded by the number of people and should be translated into the percentages of the 
maximum occupancy. In the record-based scenario, the fields Number of People and People per Area should be 
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Python scripts and the library eppy. 
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calculated automatically according to the people counting records. 
 

Table 2. Algorithm to translate equipment schedule to the BEM model 
Algorithm 2: Lighting / Electrical equipment schedule translation 
Input: start timestamp Ts, end timestamp Te, ontology model O, schedule file or database S, IDF file F 
1 query and retrieve space_list[ ] ← O 
2 open F do 
3     for each space in space_list[ ] do 
4         query and retrieve schedule_address, area, power ← O 
5         query and retrieve schedule[ ] ← S according to schedule_address 
6         if the schedule is guideline-based then 
7             equipment_hourly_status_list[ ] ← hourly data from schedule[ ] 
8             write equipment_hourly_status_list[ ] to Schedule:Day:Hourly in F 
9             level_per_area ← power 
10             write level_per_area to Watts per Zone Floor Area in F 
11         if the schedule is record-based then 
12             equipment_status_list[ ] ← schedule[ ] between Ts and Te 
13             for each hour every weekday or weekend do 
14                 equipment_hourly_status_list[ ] ← average(equipment_status_list[ ] in hour) 
15                 level_per_area ← power / area 
16                 write level_per_area to Watts per Zone Floor Area in IDF file 
17                 write equipment_hourly_status_list[ ] to Schedule:Day:Hourly in F 
18             end for 
19         write Schedule:Week:Daily in F 
20         write Schedule:Year in F 
21     end for 
22 close F 
Output: IDF file F 

 
Table 3. Algorithm to translate occupancy schedule to the BEM model 

Algorithm 3: Occupancy schedule translation 
Input: start timestamp Ts, end timestamp Te, ontology model O, schedule file or people counting database S, 
IDF file F 
1 query and retrieve space_list[ ] ← O 
2 open F do 
3     for each space in space_list[ ] do 
         query and retrieve schedule_address, area ← O 
4         query and retrieve schedule[ ] ← S according to schedule_address 
5         if the schedule is guideline-based then 
6             occupancy_hourly_ratio_list[ ] ← hourly data from schedule[ ] 
7             write occupancy_hourly_ratio_list[ ] to Schedule:Day:Hourly in F 
8             people_per_area ← people per area given by the guideline 
9             write people_per_area to People per Floor Floor Area in F 
10         if the schedule is record -based then 
11             occupancy_count_list[ ] ← schedule[ ] between Ts and Te 
12             number_of_people ← max(occupancy_count_list[ ]) 
13             people_per_area ← number_of_people / area 
14             write people_per_area to People per Floor Floor Area in F 
15             for each hour every weekday or weekend do 
16                 occupancy_hourly_ratio ←  average(occupancy_count_list[ ] in hour) / 

number_of_people 
17                 write occupancy_hourly_ratio to Schedule:Day:Hourly in F 
18             end for 
19         write Schedule:Week:Daily in F 
20         write Schedule:Year in F 
21     end for 
22 close F 
Output: IDF file F 
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2.3 Template-Based Configuration File Generation 
Through instance-based mapping and dynamic data conversion, the information from the proposed 

ontology model and the databases can be translated into the BEM model automatically. However, to complete the 
simulation configuration file and run the simulation successfully, some indispensable fields still need to be 
supplemented. These fields usually are related to the settings of the simulation, e.g., simulation control, calculation 
methods and output parameters (Figure 5). For the same simulated object, these settings seldom change in different 
simulation scenarios, and hence they can be set as the default in a template configuration file. Figure 6 shows the 
workflow of the template-based configuration file generation. The fields related to the simulation settings are 
written in the template configuration file. Other fields are written to the template through instance-based mapping 
and dynamic data conversion by the Python scripts for model translation. The full configuration file is generated 
after writing and can be imported into the energy simulation engine. 

 

 
 

Figure 5. Fields of simulation settings, etc. (framed), which should be set in the template configuration file 
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2.3 Template-Based Configuration File Generation 
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simulation scenarios, and hence they can be set as the default in a template configuration file. Figure 6 shows the 
workflow of the template-based configuration file generation. The fields related to the simulation settings are 
written in the template configuration file. Other fields are written to the template through instance-based mapping 
and dynamic data conversion by the Python scripts for model translation. The full configuration file is generated 
after writing and can be imported into the energy simulation engine. 

 

 
 

Figure 5. Fields of simulation settings, etc. (framed), which should be set in the template configuration file 
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3. ILLUSTRATIVE EXAMPLE 
3.1 Introduction of the Example 

One floor of a campus building of a university was selected as the case object (Figure 7). The floor is used 
for academic purposes with an area of around 2200 m2 and contains approximately 30 rooms. The building 
managers planned to verify the building energy simulation results by EnergyPlus on this floor to support predictive 
control studies in the future. The building energy model was developed by the proposed framework. In addition, 
to compare with the performance of the proposed framework, five PhD students, who had 5-to-9-year experience 
in thermal load simulation by EnergyPlus, were invited to manually develop the energy simulation model with the 
same information as the proposed framework, using IDF Editor provided by EP-Lauch, the official EnegyPlus tool. 
To ensure the accuracy of the manual modeling, the students checked each other’s models after each step and 
finally submitted one BEM model on which they reached a consensus. The overall working time was recorded. A 
desktop served as the platform for the implementation of the framework, whose specifications are listed as follows: 
Intel Core CPU i7-6700 at 3.40 GHz 8 cores, 32 GB RAM memory, and Windows 64 operating system. The 
versions of tools or software used are listed as follows: Python 3.9.13 and EnergyPlus 9.6. 

 

 
 

Figure 7. Location and layout of the example 
 
3.2  Results 

Precision and speed are two main aspects of the framework’s performance. For precision, the EPW file 
and IDF file generated by the proposed framework were compared with the files by manual modeling. The two 
IDF files were imported into the software EP-Lauch and checked the consistency field by field. Simulations were 
conducted based on the files generated by the proposed framework and manually modeling respectively. Their 
simulation results of the cooling load during the same period were identical. The results showed the consistency 
between the automatically generated model and the manual dedicated model. 

For speed, the time consumption consisted of two parts, i.e., EPW file generation, and IDF file generation. 
The EPW file generation was finished in 0.545 s and the IDF file generation was done in 2.702 s using Python 
scripts. In total, 3.247 s was consumed for the BEM process. The manual modeling process took approximately 
8.5 h for information retrieval from different sources, and EPW and IDF file editing. The modeling time can be 
reduced by over 99% (|4.772 s–8.5 h|/8.5 h × 100%) by the proposed framework compared with the manual 
modeling. Consequently, the proposed framework can keep the same precision as the manual modeling while 
substantially reducing the BEM time consumption. 
 
4. CONCLUSIONS 

In this study, we propose an automatic ontology-to-BEM translation framework using instance-based 
mapping, dynamic data conversion and template-based configuration file generation. Three goals which ensure 
seamless model translation are achieved. Firstly, entities, properties and relationships between ontology models 
and BEM models are identified and mapped. Secondly, temporally-changing data can be retrieved from original 
databases, and automatically written to BEM configuration files, which is seldom achieved in BIM-BEM methods. 
Thirdly, simulation settings are considered and the completeness of the BEM model is ensured. We selected one 
floor of a campus building as an illustrative example to implement the proposed framework and evaluate its 
performance. The results showed that the proposed framework could automatically generate the building energy 
model while reducing the modeling time by over 99% with consistency of the manually dedicated modeling. 
Although the main parts of BEM were considered in this study, other minor but important components, e.g., 
shading and infiltration, were excluded. Further extensions need to be included in the future. 
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Abstract: Building Lifecycle Management (BLM) is becoming more important for the building and construction 
production process since that improves efficiency and productivity of the building and construction production 
process by considering each process from investigation, design, and construction to maintenance process in 
lifecycle. However, in the Lifecycle Management of tunnel, information on each process of the construction 
production process is managed in various formats and databases. Consequently, if it was able to be lifecycle 
management information on each process of the tunnel construction production process, advanced maintenance 
that considers the causes of deformation in tunnel from multiple aspects would be possible.   

In this research, a candidate is an existing tunnel (Phase I) and a newly constructing tunnel (Phase II). 
Firstly, the Building and Construction Information Modeling (BIM/CIM) model for tunnel construction is created 
from the information of the construction production process for investigation, design, construction, and 
maintenance (inspection and repair) of the existing Phase I tunnel by integrating all information into 3D space by 
using ArcGIS Pro and other software. Then, the tunnel BIM/CIM model from Phase I tunnel information is updated 
to become a comprehensive BIM/CIM model that can be effectively used for the maintenance process of each 
tunnel by the construction information of the new tunnel Phase II is added in real time. Finally, a 3D geological 
model around each tunnel based on BIM/CIM model with integrated information is developed. 

As a result, we have been able to centrally manage the information of each tunnel through the tunnel 
BIM/CIM model on ArcGIS Pro. The effectiveness of the tunnel BIM/CIM model for maintenance has been 
clarified through more advanced analysis of cracks and road surface deformations on the Phase I tunnel considering 
the real condition of the around tunnels.  
 
Keywords: Building Lifecycle Management, Maintenance, Building and Construction Information Modeling, 
tunnel 
 
1. INTRODUCTION 

Building Information Modeling (BIM) is used for the building production process to improve efficiency 
and quality by adding attribute data such as cost and management information to 3D digital model of building, 
which is then utilized consistently from design through construction to maintenance and management (Yoshikai 
et al., 2018). Currently, BIM is receiving much attention in industry and research (Hegemann et al., 2020). This 
system has been rapidly developed in the building production process since around the 1990s as shown in Figure 
1. Furthermore, BIM has been developed not only for building processes but also for infrastructure projects such 
as roads, bridges, tunnels, etc. Meanwhile, in Japan, the Ministry of Land, Infrastructure, Transport, and Tourism 
(MLIT) has been implementing Construction Information Modeling (CIM) model project since 2012s, which aims 
to improve quality and safety management of construction production process by using 3D models in design and 
construction sites (Yamaoka et al., 2016). For structures such as roads and bridges, it is sufficient to use BIM for 
the infrastructure, because these structures include concretes and management systems, like common buildings. 
However, for tunnel construction, in addition to these structures, the surrounding ground becomes a part of the 
structure, therefore, it is necessary to consider both BIM and CIM. In addition, BIM/CIM model is developed for 
each process of the building and construction production process: BIM/CIM for the investigation, BIM/CIM for 
the design, and BIM/CIM for the construction and maintenance. Therefore, National Building Information 
Modeling Standards (NBIMS) vision for BIM/CIM is an improved planning, design, construction, operation, and 
maintenance processes using a standardized information model throughout the lifecycle management for all 
information in the building and construction production process (Sacks et al.,2018). 

Tunnel structures present a challenge for maintenance management due to the various databases and 
formats used to manage each stage of the construction production process, with most of the information being in 
two-dimensional format. Therefore, it is difficult to identify spatial relationship of such information, and the fact 
that the stored data is not effectively used for maintenance management has become a problem for tunnel 
maintenance. In addition, tunnel structures can only be seen from inside once construction is finished, and it is 
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difficult to understand what cracks have occurred in what kind of geological conditions. Therefore, the original 
purpose of this research is to integrate all information on each process of the tunnel’s whole construction 
production process into BIM/CIM model for building lifecycle management and to clarify effectiveness of 
BIM/CIM model for advanced maintenance. 

This research focuses on an existing tunnel (Phase I) and a newly constructing tunnel (Phase II) adjacent 
to Phase I. Firstly, the information on the investigation to maintenance process of the Phase I tunnel is spatially 
integrated. Subsequently, the new tunnel Phase II’s construction information is added in real time to BIM/CIM 
model with ArcGIS Pro. Then, BIM/CIM model is used to predict geological condition around tunnel, some 
deformation analysis, and for maintenance.  

 

 
 

 
2. METHOD 
2.1 Development of The New BIM/CIM Model For Tunnel Construction 

In this study, GIS software was selected as the method for constructing the BIM/CIM model of the tunnel. 
The reason for this approach is that GIS can automatically integrate multiple different types of information using 
a common global coordinate as a key. In addition to this, GIS also offers several spatial analysis tools, which 
enhances the utility of the integrated information for various kinds of analysis. Therefore, for constructing the GIS-
based BIM/CIM model, the following five processes are conducted in ArgGIS Pro. 

Firstly, on investigation process of Phase I tunnel, to effectively plan the design and construction methods 
for a tunnel project based on the results of investigation process, it is most important to clarify geological 
conditions of target area using various geotechnical investigation methods before start of tunnel design and 
construction. Information on geological investigation process includes many types of information such as borehole 
investigation (rock types, crack condition, RQD, etc.) and standard penetration tests (N values), physical properties 
from uniaxial compressive strength and coefficient of permeability, etc. by laboratory test, tunnel geological 
longitudinal profile. Therefore, in this research, borehole models are created and visualized using these physical 
properties for integration and digitalization This is done by placing a cylindrical model vertically downward from 
the initial excavation position of the borehole investigation based on the coordinates where borehole investigation 
is conducted. Some physical property values are stored in the boring model as attribute information according to 
depth. To model the geologic longitudinal profile, first, a 3D central line model of the tunnel's route is created 
based on the road location coordinates from the tunnel planning process. Then, the geological longitudinal profiles 
are placed along the central line model of tunnel’s route.  

Secondly, on design process of Phase I tunnel, tunnel design process includes tunnel cross-section design 
drawings and detailed information such as lining concretes and rock bolts, which are determined based on the 
various geological conditions from investigation process. A 3D model of the tunnel is produced by creating a 
lining cross-section from the design drawings and stretching it along the central line model of the tunnel’s route. 
Then, the tunnel 3D model stores the detailed information on the thickness of lining concrete, shotcrete, and tunnel 
invert at the design process as attribute information. In addition to the tunnel model, a rock bolt model is also 
created by tracing the rock bolt extension spacing along the central line model.  

Thirdly, on construction process of Phase I tunnel, tunnel construction relies on the tunnel design 
information, but modifications are sometimes made based on deformation measurements and geological conditions 
encountered during the excavation process. As a result, the actual tunnel construction information, measurement 
data, and engineering sketches of the tunnel cutting face are all included in the tunnel construction process. 

Figure 1. The BIM maturity model Levels: from 0 to stage 3 (Sacks et al.,2018) 
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Information on the actual construction process and measurement data is integrated as attribute information into the 
3D model of the tunnel created by the tunnel design process. Furthermore, an engineering sketch of the tunnel 
cutting face is placed on the central line model of the tunnel’s route based on the distance from tunnel entrance. 

Fourthly, on maintenance process of Phase I tunnel, tunnel maintenance procedures encompass traditional 
manual inspection reports, point cloud data from laser inspection, tunnel wall surface images from image 
inspection, and monitoring data such as road surface deformation. Initially, the 3D tunnel model, as created by the 
information on design process, is modified based on actual coordinates and position from tunnel point cloud data 
from laser inspection, and tunnel wall surface image layer is superimposed on that modified 3D tunnel model 
(Yasuda et al.,2020). Then, a line model is created to represent the degradation information, such as cracks, water 
leakage, and repair data using the inspection images. Crack width and history of crack occurrence and repair are 
integrated into this line model as attribute information. Traditional manual tunnel inspection reports and 
monitoring data are stored as attribute information in the 3D tunnel model.  

Finally, on investigation to construction process of Phase II tunnel, the ongoing construction of Phase II 
tunnel adjacent to Phase I tunnel aims to alleviate highway traffic congestion. The CyberNATM system is 
employed in the construction process of Phase II tunnel to manage tunnel construction information (CyberNATM, 
2023). Therefore, in this research, a comprehensive BIM/CIM model that can be used for the maintenance process 
of both Phase I and Phase II tunnels is created by adding the construction process information from the 
CyberNATM system, such as tunnel progress, measurement results, and tunnel cutting face images in real time 
based on location coordinates of each piece of information in the same way as the modeling of Phase I tunnel 
information. Each information model design and integrated model of each tunnel’s construction production process 
is shown in Figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
2.2 3D Geological Modeling 

3D geological model is created using borehole models from the investigation process, engineering sketch 
of tunnel cutting face from construction process, additional borehole models from the maintenance process of 
Phase I, and tunnel cutting face images information from construction process of Phase II integrated into the 
BIM/CIM model of the tunnel. To create a 3D geological model, point features are initially created at the 
geological boundary for the tunnel cutting face image. This construction process information pertains to Phase I 
and Phase II tunnels. Then, geological boundary layer model around tunnels is created in raster format by using 
kriging as a spatial interpolation method for these point features and borehole models of investigation information 
as shown in Figure 3. Finally, geological boundary layers in raster format are converted to TIN (triangulated 
irregular network), and each geologic boundary layer is combined three-dimensionally to create a 3D geological 
model by the extrude between tool of ArcGIS Pro as shown in Figure 4. Geological 3D model includes information 
on rock formations, geological structure, the attitude of rocks, and other information. In addition, tunnel geological 

Figure 2. BIM/CIM design of tunnel construction production process on the ArcGIS Pro 
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surface model is created by considering positional relationship between 3D geological model and tunnel 3D model 
from the design process information of Phase I tunnel. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
3. RESULTS 

This research has enabled the lifecycle management of each stage of the tunnel construction production 
process through the creation of a comprehensive BIM/CIM model. It integrates and visualizes different types of 
information from each tunnel's construction production process in 3D space, using ArcGIS Pro. Then, that 
comprehensive BIM/CIM model has been used to create new information models which could be effectively used 
for maintenance process of Phase I tunnel.  

Currently, deformations such as cracks and deformation of road surface have often been observed in the 
Phase I tunnel. Therefore, by using a BIM/CIM model of the tunnel construction, it is possible to determine the 
causes of cracks in the tunnel by considering many aspects such as location and history of cracks, progression, 
their actual length, direction, and surrounding geological conditions as shown in Figure 5. By way of illustration, 
the outcome of an analysis of a crack in a tunnel that extends throughout its length can be seen in Figure 6. This 
evaluation takes into account both the geological conditions of the surrounding area, as determined in the 
investigation process, and the crack line model recorded during the maintenance process. The result revealed that 
cracking near the sandstone-mudstone boundary is prone to occur. 

In addition, by adding construction information of Phase II tunnel to the BIM/CIM model that was initially 
created for Phase I tunnel, a 3D geological model of tunnel's surroundings has been created, which enabled a 
spatial relationship between deformation area of road surface and surrounding geological conditions. In the past, 
the deformation of road surface was analyzed for deformation mechanism using only the results of monitoring 
from the maintenance process and a general 2D geological longitudinal profile of the tunnel. Therefore, in this 
research, it has been able to identify in 3D that the deformation area of road surface exists in a fault and there are 
surrounding mudstones and tuff stone that can be swelled by water and affect road surfaces as shown in Figure 7. 

Figure 3. Geological boundary layer model from borehole models and tunnel cutting faces 

Figure 4. 3D geological model based geological boundary layer model 
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surface model is created by considering positional relationship between 3D geological model and tunnel 3D model 
from the design process information of Phase I tunnel. 
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BIM/CIM model, a new information model is created that can be effectively used in the construction production 
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the results of our deformation analysis, future inspection and repair methods for tunnel maintenance can be 
informed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
5. CONCLUSIONS 

This paper introduces a novel approach to tunnel construction using Building Information Modeling 
(BIM/CIM). This approach integrates information from each process of tunnel construction into a single platform 
for lifecycle management and advanced maintenance. The developed BIM/CIM model enables evaluation of 
cracks and deformations in tunnels not only from aspect of inspections in maintenance process, but also from 
multiple aspects using information from other processes of tunnel investigation, design, and construction. In other 
words, more effective maintenance is enabled by considering more accurate information on tunnel deformation, 
such as tunnel construction records and geological conditions surrounding tunnels. 

In a case study of an existing tunnel (Phase I) and a newly constructing tunnel (Phase II) adjacent to Phase 
I, a comprehensive BIM/CIM model was developed using ArcGIS Pro. This model integrates various information 
from both Phase I and Phase II tunnels and can be used for the maintenance process of each tunnel. The results 
indicate that this BIM/CIM model enables effective use of construction process information from adjacent Phase 
II tunnel in addition to the information from other processes of Phase I tunnel for maintenance process. Such an 
approach enables effective planning of repairs for tunnel deformations and has advantages in terms of time and 
cost. 
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Abstract: Net-zero energy buildings (ZEBs) are expected to become more widespread as efforts proceed to 
promote carbon neutrality and energy conservation in the building sector. Means to transform buildings into ZEBs 
include optimizing energy operations by detecting energy waste through in-building sensing, and optimizing 
heating, ventilation, and air conditioning (HVAC) design by simulating the indoor environment at the design stage. 
In addition, building information modeling (BIM) is increasingly being used in the construction industry. Linking 
data measured by sensors with BIM is expected to visualize equipment usage and the indoor environment. 
Furthermore, using BIM data for simulation is expected to facilitate the simulation process. However, BIM data 
operations often depend on the type and capabilities of the BIM software, making them less versatile. Therefore, 
the Industry Foundation Classes (IFC) are deployed for interoperable data management. However, there are two 
challenges with sensors and simulations for IFC: First, the definition of compound sensors is not provided; second, 
IFC data for HVAC equipment cannot be used for indoor environment simulation. This research attempts to 
overcome both challenges by developing a new integrated IFC data model for BIM and sensors. The integrated 
IFC data model clearly shows the relationship between the BIM model and sensors. Furthermore, a generic 
representation of sensors is demonstrated by developing an IFC data model of a compound sensor. In addition, a 
new IFC data model for HVAC equipment is developed to enable the use of IFC data for HVAC equipment as 
input data for indoor environment simulation. Future work will use the IFC data model developed in this research 
to operate data measured by sensors and to perform simulations. 
 
Keywords: Net-zero energy building, Building information modeling, Sensing, Indoor environment simulation, 
Industry Foundation Classes 
 
1. INTRODUCTION 

As efforts to introduce carbon neutrality and to reduce energy consumption in the building sector proceed, 
net-zero energy buildings (ZEBs), which aim to reduce the balance of energy consumed within the building to 
zero while achieving comfortable indoor environments, are expected to become widespread. Means to transform 
buildings into ZEBs include optimizing energy operations by detecting energy waste through in-building sensing 
(Zhong et al., 2023), and optimizing heating, ventilation, and air conditioning (HVAC) design by simulating the 
indoor environment at the design stage. In construction, the use of Building Information Modeling (BIM), in which 
data is shared and used centrally and efficiently by all stakeholders using a 3D building model with attribute 
information, is also advancing. Linking data measured by sensors with BIM is expected to visualize equipment 
usage and the indoor environment (Eftekharirad et al., 2018). In addition, computational fluid dynamics (CFD), 
an analysis that automates mathematical principles to simulate aerodynamics, heat transfer, and turbulence on 3D 
models, is used to simulate indoor environments in buildings. The use of BIM data as input data for CFD analysis 
is expected to facilitate the analysis process (Lee et al., 2021). Although many studies have explored linking BIM 
and sensors (Zhang et al., 2022) and investigated BIM for indoor environment simulations (Kwok et al., 2020), 
the results have been largely dependent on the types and capabilities of BIM software, so limited versatility of 
BIM is a concern. 

The organization buildingSMART International (bSI) has established Industry Foundation Classes (IFCs) 
as an international standard for BIM. IFC allows data conversions to and from various BIM software formats, thus 
enabling data operations that do not rely on specific BIM software. In addition, IFC data are represented by an 
object-oriented data model comprising associations between “entities,” and its open schema approach allows users 
to develop their own data models and add their own property sets within the scope of the specification (Yabuki et 
al., 2016; Zhang et al., 2021). 

With these backgrounds in mind, this study had two objectives. The first was to demonstrate a generic 
representation of sensors in IFC by developing a new integrated IFC data model for BIM and sensors and creating 
a property set for sensors. The second was to develop a new IFC data model and create property sets for HVAC 
systems and use these IFC data for indoor environment simulation. 
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2. LITERATURE REVIEW 
2.1  Research on IFC Sensors 

Under IFC 4.3, the most recent IFC data specifications, an “IfcSensor” is an entity that represents a sensor, 
but it assumes a single-function sensor and does not indicate how to define compound sensors. Research has been 
conducted to determine how to extend IFC sensors in order to accommodate their use with IFC data. Rio et al. 
(2013) created new IFC property sets to represent and operationalize structural system sensors in the IFC. 
Eftekharirad et al. (2018) developed a new IFC data model to represent relations between sensors, occupants, and 
rooms in the IFC. Xu et al. (2022) managed sensor data by creating new IFC property sets representing sensor 
product information, positioning data, and so on. These studies created their own property sets to represent the 
sensors intended for use in the IFC, but they have not demonstrated a generic IFC representation applicable to the 
numerous existing sensor types. This study will solve the problem by developing an integrated IFC data model of 
BIM and sensors, which shows the relationship between the BIM model and sensors, creating the necessary 
property sets for the sensors, and also developing an IFC data model for compound sensors. 

 
2.2  Research on the Relation between the IFC and Indoor Environment Simulations 

Using geometry and attribute data in BIM models is expected to save significant time and effort in CFD 
model design and reduce data inconsistencies and human error (Lee et al., 2022). Studies on CFD analysis using 
IFC data have also been conducted. D’Amico et al. (2020) proposed new IFC property sets to represent the data 
needed for indoor air quality analysis. However, they did not indicate how to use the created IFC data for such 
analyses. O’Grady and Keane (2006) developed an application based on the IFC format to make CFD analysis 
more accessible to building designers. However, users must define and grant their own properties. Lee et al. (2022) 
presented a method for generating highly accurate CFD models using geometry and attribute data from IFC models. 
However, the attribute data only considered the insulation performance of walls and apertures, not the HVAC 
equipment. The present study demonstrates how to use IFC data for CFD analyses applicable to HVAC equipment 
by creating IFC property sets for air-conditioning vents and developing a data model to facilitate the use of air-
conditioning vent data for CFD analysis. 
 
3. DEVELOPMENT OF AN INTEGRATED IFC DATA MODEL FOR BIM AND SENSORS 
3.1  Overview of the Model 

We created an IFC data model integrating a BIM model and a sensor data model (Figure 1). The integrated 
data model can show relations between sensors and the BIM model, including which rooms the sensors are 
installed in, which components the sensors are installed on, and the correspondences between sensors and building 
equipment. In addition, we created a new property set that includes basic sensor information, detailed positioning 
data, installation information, and other attribute information necessary for representing the sensor in the BIM 
model. Table 1 shows the developed property set. 
 

 
 

Figure 1. Integrated IFC data model for BIM and sensors 
 
 
 



155

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

2. LITERATURE REVIEW 
2.1  Research on IFC Sensors 

Under IFC 4.3, the most recent IFC data specifications, an “IfcSensor” is an entity that represents a sensor, 
but it assumes a single-function sensor and does not indicate how to define compound sensors. Research has been 
conducted to determine how to extend IFC sensors in order to accommodate their use with IFC data. Rio et al. 
(2013) created new IFC property sets to represent and operationalize structural system sensors in the IFC. 
Eftekharirad et al. (2018) developed a new IFC data model to represent relations between sensors, occupants, and 
rooms in the IFC. Xu et al. (2022) managed sensor data by creating new IFC property sets representing sensor 
product information, positioning data, and so on. These studies created their own property sets to represent the 
sensors intended for use in the IFC, but they have not demonstrated a generic IFC representation applicable to the 
numerous existing sensor types. This study will solve the problem by developing an integrated IFC data model of 
BIM and sensors, which shows the relationship between the BIM model and sensors, creating the necessary 
property sets for the sensors, and also developing an IFC data model for compound sensors. 

 
2.2  Research on the Relation between the IFC and Indoor Environment Simulations 

Using geometry and attribute data in BIM models is expected to save significant time and effort in CFD 
model design and reduce data inconsistencies and human error (Lee et al., 2022). Studies on CFD analysis using 
IFC data have also been conducted. D’Amico et al. (2020) proposed new IFC property sets to represent the data 
needed for indoor air quality analysis. However, they did not indicate how to use the created IFC data for such 
analyses. O’Grady and Keane (2006) developed an application based on the IFC format to make CFD analysis 
more accessible to building designers. However, users must define and grant their own properties. Lee et al. (2022) 
presented a method for generating highly accurate CFD models using geometry and attribute data from IFC models. 
However, the attribute data only considered the insulation performance of walls and apertures, not the HVAC 
equipment. The present study demonstrates how to use IFC data for CFD analyses applicable to HVAC equipment 
by creating IFC property sets for air-conditioning vents and developing a data model to facilitate the use of air-
conditioning vent data for CFD analysis. 
 
3. DEVELOPMENT OF AN INTEGRATED IFC DATA MODEL FOR BIM AND SENSORS 
3.1  Overview of the Model 

We created an IFC data model integrating a BIM model and a sensor data model (Figure 1). The integrated 
data model can show relations between sensors and the BIM model, including which rooms the sensors are 
installed in, which components the sensors are installed on, and the correspondences between sensors and building 
equipment. In addition, we created a new property set that includes basic sensor information, detailed positioning 
data, installation information, and other attribute information necessary for representing the sensor in the BIM 
model. Table 1 shows the developed property set. 
 

 
 

Figure 1. Integrated IFC data model for BIM and sensors 
 
 
 

Table 1. Developed IFC property set for application to sensors 
Property set name Description 

mPset_SensorInformation Defines properties related to basic sensor information 
(ProductName, ModelNumber, etc.) 

mPset_SensorPosition Defines properties related to sensor location information 
(SensorID, InstallationMemberID, LengthFromSmallBaseLineX, etc.) 

mPset_SensorInstallation Defines properties related to sensor installation information 
(FasteningMethod, Information of measuring direction, etc.) 

mPset_SensorOperation Defines properties related to sensors’ activity state 
(IsOperating, IsOutOfOrder) 

 
However, we have found that the model may not work for some cases, such as compound sensors and 

some air-conditioning control vents. Therefore, we developed a new data model for compound sensors and air-
conditioning control vents, as described in the following sections. 
 
3.2  Development of a New IFC Data model for Compound Sensors 
3.2.1 Property set for compound sensors 

A compound sensor is a single sensing device that has multiple functions; for example, a temperature and 
humidity sensor would measure both temperature and humidity. The properties applicable to compound sensors 
can therefore be divided into two types. The first is properties like those in the property set shown in Table 1, 
which have only one value per sensor device, such as the product name, model number, or position coordinates. 
The second is properties with a number of values equal to the number of functions the sensor device has, such as 
accuracy or measurement range. A property set containing such properties is applied to compound sensors 
according to their number of functions. The property set name indicates the function. For example, in addition to 
the four property sets shown in Table 1, property sets named “mPset_SensorTypeTemperatureSensor” and 
“mPset_SensorTypeHumiditySensor” can be applied to temperature and humidity sensors. The property set 
specific to each sensor function includes four common properties: “MeasurementMethod,” “MeasurementRange,” 
“Accuracy,” and “Resolution,” and additional properties can be added as needed. 

 
3.2.2  Data Model for Compound Sensors 

Figure 2 shows the compound sensor data model developed for this study, using a temperature and 
humidity sensor as an example. In the data model for compound sensors, the “PredefinedType” value in the 
“IfcSensor” attribute is “USERDEFINED,” the “ObjectType” value is “COMPOUND SENSOR,” and the 
“Description” value is the function name (“Temperature, Humidity” for a temperature and humidity sensor). Here, 
we apply the property set described in Section 3.2.1. 
 

 
 

Figure 2. Data model for compound sensors (temperature and humidity sensor) 
 
3.3  Development of a new IFC data model for air-conditioning control vents 
3.3.1  Creation of property sets for air-conditioning control vents 

IFC data for air-conditioning equipment are expected to be applied to boundary condition parameters for 
air outlets and inlets in CFD analysis. Therefore, in addition to the original role of BIM data as properties required 
as a building database, we created new IFC property sets for air-conditioning vents as properties for use in CFD 
analysis (Table 2). 
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Table 2. New IFC property set for air-conditioning vents 
Property set name Description 

mPset_AirTerminalPosition 
Defines properties related to air terminal location information 

(AirTerminalID, ConnectedAirConditionerID, 
LengthFromSmallBaseLineX, etc.) 

mPset_AirOutletPerformance 
Defines properties related to air outlet performance 

(AirVelocityVector, SupplyAirFlowRate, 
PerpendicularDistanceInCooling, etc.) 

mPset_AirInletPerformance Defines properties related to air inlet performance 
(FlowArea, OpeningRatio, ExhoustAirFlowRate, etc.) 

 
3.3.2  Data Model for Air-conditioning Vents 

Air-conditioning vents can be categorized into two types: those in which air is sent to or from an air-
conditioning unit in the building via ducts, such as Anemo or nozzle types (the “duct-connected” type, below), and 
those integrated with the structure of the air-conditioning unit, such as the outlet of a four-way cassette-type indoor 
unit (the “air-conditioner-integrated” type, below). The IFC data specifications represent the former as 
“IfcAirTerminal,” and the latter, along with its air-conditioning unit, as “IfcUnitaryEquipment.” Because the entity 
applied in IFC differs depending on the category of the air-conditioning unit, it is impossible to collectively extract 
data related to air-conditioning units in IFC during CFD analysis. To illustrate this issue using IFC data models, 
Figure 3 shows conventionally operated IFC data models for air vents of the duct-connected and air-conditioner-
integrated type. 
 

 
 

(a) Duct-connected type            (b) Air-conditioner-integrated type 
 

Figure 3. Conventional IFC data model for air-conditioning vents in operation 
 

As shown in Figure 3a, “IfcAirTerminal” and “IfcUnitaryEquipment” are unconnected in the conventional 
data model for duct-connected vents, so the relation between each air-conditioning vent and the air-conditioning 
unit connected to it is not explicit. Therefore, in the data model created for this study (Figure 4a), we used 
“IfcDistributionSystem” to connect “IfcAirTerminal” and “IfcUnitaryEquipment” in order to show the relations 
between these systems. As shown in Figure 3b, the conventional data model for an air-conditioner-integrated vent 
cannot extract the air-control vent portion because it represents the entire indoor unit as a single entity. Therefore, 
in the data model created for this study (Figure 4b), air-conditioning vents are represented as “IfcAirTerminal” to 
allow batch extraction of air-conditioning vents regardless of their classification. In addition, we used “IfcGroup” 
to link “IfcAirTerminal” and “IfcUnitaryEquipment” in order to show that the indoor unit and the air vent are 
integrated. Furthermore, as with duct-connected air vents, “IfcDistributionSystem” represents relations in the 
equipment system. The bold font and bold line in Figure 4 indicate parts of the data model that have been modified 
from the conventional data model. 
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unit connected to it is not explicit. Therefore, in the data model created for this study (Figure 4a), we used 
“IfcDistributionSystem” to connect “IfcAirTerminal” and “IfcUnitaryEquipment” in order to show the relations 
between these systems. As shown in Figure 3b, the conventional data model for an air-conditioner-integrated vent 
cannot extract the air-control vent portion because it represents the entire indoor unit as a single entity. Therefore, 
in the data model created for this study (Figure 4b), air-conditioning vents are represented as “IfcAirTerminal” to 
allow batch extraction of air-conditioning vents regardless of their classification. In addition, we used “IfcGroup” 
to link “IfcAirTerminal” and “IfcUnitaryEquipment” in order to show that the indoor unit and the air vent are 
integrated. Furthermore, as with duct-connected air vents, “IfcDistributionSystem” represents relations in the 
equipment system. The bold font and bold line in Figure 4 indicate parts of the data model that have been modified 
from the conventional data model. 
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4. APPLICATION TO INPUT DATA CREATION FOR CFD ANALYSIS 
Figure 5 shows the flow of CFD analysis using IFC data, as performed in this study. For BIM software, 

the BIM model is designed based on the data model presented in Section 3 and output to IFC data. Next is the 
process for generating a mesh for CFD analysis, using geometry data from IFC data and using the properties to 
generate boundary condition data for CFD analysis. The data model developed in this study allows data related to 
air-conditioning vents to be extracted from the BIM model in a single step, thereby facilitating the process shown 
in Figure 5. 
 

 
 

Figure 5. CFD analysis process using IFC data 
 

4.1 Mesh Generation Using IFC Geometry Data 
BIM models are not designed for CFD analysis, and their geometries are too complex and computationally 

expensive to perform CFD analysis. Therefore, research has been conducted with the aim of reducing analysis 
costs by simplifying BIM model geometries after converting them to CAD format (Porter et al., 2018; Utkucu et 
al., 2020). In the present study, we used the geometry of “IfcSpace,” an entity representing a specific building 
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space. Using the IfcSpace geometry simplifies geometries for walls and other complex shapes, and even if 
unwanted gaps exist in the BIM model due to design errors and the like, they will not interfere with the analysis. 

For IFC geometry data, we used IfcConvert from the IfcOpenshell (IfcOpenshell, 2023), an open-source 
library for analyzing and editing IFC, to extract only the geometries of entities used in the analysis (e.g., the 
analysis space, air-conditioning vents, heat sources) and output them in the OBJ file format. Next, we use mesh-
generation software to generate a mesh. The mesh used for CFD analysis must have boundary surfaces. By 
specifying the IFC entity and “Tag” of the member attribute as the boundary surface name in the “IfcSpace” 
geometry, we can link each boundary surface to IFC data, and the insulation performance of walls, floors, ceilings, 
and so on can be extracted from the IFC. Figure 6 shows the process for generating the mesh for CFD analysis. 
 

 
 

Figure 6. Mesh-generation process for CFD analysis of IFC geometry data 
 
4.2  Use of IFC Properties for Boundary Condition Data 

This study presents a method for obtaining from IFC properties parameters that can be defined as BIM 
attribute information in the boundary condition parameters of CFD analysis, including inflow/outflow conditions 
for air-conditioning vents and conditions related to the insulation performance of walls and windows. Table 3 lists 
the boundary condition parameters for which BIM attribute information values can be used and their corresponding 
IFC properties. The IFC properties shown in Table 3 include both properties defined in the existing IFC and those 
newly developed for this study. 
 

Table 3. Correspondences between boundary condition parameters and IFC properties 

Object Parameter Unit IFC entity IFC property 
(property set) 

Air-
conditioning 

vents 

Inflow/outflow 
velocity vector m/s IfcAirTerminal AirVelocityVector  

(mPset_AirOutletPerformance) 

Velocity normal  
to the surface m/s IfcAirTerminal AirVelocityVector  

(mPset_AirOutletPerformance) 

Volumetric flow 
rate m3/s IfcAirTerminal SupplyAirFlowRate  

(mPset_AirOutletPerformance) 

Wall, 
window 

Heat transfer 
coefficient W/m2*K IfcWall, IfcWindow 

ThermalTransmittance  
(Pset_WallCommon,  

 Pset_WindowCommon) 

Lighting 
equipment 

Heat flux, 
Energy 

consumption 
W/m2 IfcLightFixture HeatFlux  

(mPset_LightFixturePerformance) 

System 
equipment Heating value W IfcDistributionElement NominalPowerConsumption  

(Pset_ElectricalDeviceCommon) 
 

We used IfcOpenshell to extract IFC properties. IfcOpenshell is capable of extracting entity attributes. We 
used IfcOpenshell to extract “NominalValue,” which is an attribute of “IfcPropertySingleValue,” an entity 
representing an IFC property. The boundary condition file was generated as an arrangement using the extracted 
properties. As an example, the process of generating a boundary condition file by extracting property values related 
to the airflow rate applied to an air-conditioning vent is shown in Figure 7, along with the data structure of the IFC 
properties. 
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Figure 7. Process for using IFC properties to generate a boundary condition file 
 
5. CONCLUSIONS 

Given that strengthening the connections between BIM, sensing, and simulations will be essential for ZEB 
building conversions, in this study, we developed a new integrated IFC data model for BIM and sensors, and 
developed a new IFC data model for compound sensors, thereby demonstrating a generic method for representing 
sensors in IFC. In addition, we developed a new IFC data model for air-conditioning vents to enable centralized 
data extraction in the IFC, and we presented a method for CFD analysis using IFC data that includes data for 
HVAC equipment. 

Future research will investigate the management of sensor-measured data in BIM by linking sensor-
measured data with sensors in IFC data, generating a prototype system for CFD analysis using the IFC data 
presented in this study, and evaluating that analysis method. 
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Abstract: Building Information Modeling (BIM) is being promoted to increase efficiency in Architecture, 
Engineering, and Construction (AEC). Augmented Reality (AR) is also being used to display BIM models at sites. 
However, when property data is modified on AR devices, the modifications are not reflected in the BIM models 
so it takes time to transfer them to other phases. Furthermore, the technology for multiple geographically remote 
users to share information in an AR environment is limited. Therefore, the purpose of this research is to develop a 
property data sharing system that allows users to synchronously modify property data of BIM models in the AR 
environment, and automatically reflect the modifications into data files that are effective for collaboration with 
other phases. As a proposed method, first, property data and 3D models are extracted from BIM models and 
uploaded to the server. Next, users retrieve the specified models and property data from the server and display 
them correspondingly by a given ID using a developed application on AR devices. The property data modifications 
entered by users are reflected in the BIM models via the server. Finally, Industry Foundation Classes (IFC) files 
reflecting the modifications are exported. Construction Operations Building information exchange (COBie) data 
can also be modified on AR devices. These processes can be implemented simultaneously by multiple users using 
each AR device. The result of the verification shows it is possible to modify the property data of various BIM 
models in the AR environment and reflect them to BIM and IFC models. This research can improve the efficiency 
of data collaboration because property data modifications can be shared with other users among multiple phases 
in the AR environment. Future challenges include enabling users to modify the geometry of BIM models with 
other users in the AR environment to further accelerate information sharing. 
 
Keywords: Building Information Modeling, Property data, Augmented Reality, Industry Foundation Classes, 
Construction Operations Building information exchange 
 
1. INTRODUCTION 

In the construction industry, the chronic shortage of labor has become a major problem, and there are 
concerns about the decline in the number of workers as well as the retirement of personnel with a wealth of 
knowledge and experience, known as veterans. In addition, many of Japan's civil engineering structures, such as 
bridges and tunnels, have been in continuous use since their completion during Japan's period of rapid economic 
growth, and their deterioration is becoming increasingly serious (Ministry of Land, Infrastructure, Transport and 
Tourism, 2020). To protect the safety of users, it is necessary to carry out urgent renewal work on these civil 
engineering structures in a planned way. However, revenue and labor shortages will make it difficult to accomplish 
renewal works completely in a timely manner. 

To address these issues, the government has begun to introduce Building Information Modeling (BIM) 
into the construction industry. This is expected to speed up discussions by visualizing parts and materials, automate 
quantity calculations and clash detections, and improve the efficiency of process control and progress monitoring 
compared to the use of paper-based design plans and models in the past (Ministry of Land, Infrastructure, Transport 
and Tourism, 2023). In addition, to increase the efficiency of visualizing parts and materials in 3D models, there 
are increasing opportunities to display BIM models using Augmented Reality (AR). By displaying BIM models at 
specific locations on a construction site using AR, it is possible to confirm the completed image of the structure to 
be built at the actual scale and visualize invisible parts such as underground buried structures. Besides, by 
displaying the BIM model in AR and allowing users to view the model's property data, it is possible to easily 
obtain the necessary structural information. This will make it easier to understand the structure overview and 
construction flow, and further promote smooth information sharing and opinion exchange (Ren et al., 2016; Wang 
et al., 2013). 

However, the problem is that the property data of BIM models displayed in AR can only be used within 
the AR device. Typically, when BIM models are displayed in AR, the 3D models and property data are extracted 
from the BIM software that created the model and imported into the 3D engine to create the AR environment. In 
other words, the property data exists only in a one-way data flow from the BIM software to the AR environment. 
Therefore, even if changes are made to property data in the AR device, these changes are not reflected in the BIM 
models (Alizadehsalehi et al., 2020; Ratajczak et al., 2019; Schiavi et al., 2022). 
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be built at the actual scale and visualize invisible parts such as underground buried structures. Besides, by 
displaying the BIM model in AR and allowing users to view the model's property data, it is possible to easily 
obtain the necessary structural information. This will make it easier to understand the structure overview and 
construction flow, and further promote smooth information sharing and opinion exchange (Ren et al., 2016; Wang 
et al., 2013). 

However, the problem is that the property data of BIM models displayed in AR can only be used within 
the AR device. Typically, when BIM models are displayed in AR, the 3D models and property data are extracted 
from the BIM software that created the model and imported into the 3D engine to create the AR environment. In 
other words, the property data exists only in a one-way data flow from the BIM software to the AR environment. 
Therefore, even if changes are made to property data in the AR device, these changes are not reflected in the BIM 
models (Alizadehsalehi et al., 2020; Ratajczak et al., 2019; Schiavi et al., 2022). 

Another issue is the limited technology for multiple users in different geographic environments to share 
information through the AR environment. Most of the research on AR and BIM collaboration is mainly concerned 
with improving model visibility and operability, and these studies focus on the convenience of individual users, 
while not so much has been seen on data collaboration among multiple users and multiple devices in an AR 
environment. Therefore, when workers are geographically distributed, information cannot be transferred in the AR 
environment and means through other communication systems are used (Garbett et al., 2022; Tavares et al., 2019; 
Thabet et al., 2022). 

It is true that more opportunities to visualize BIM models and property data with AR, in order to promote 
information sharing and opinion exchange, will make it easier to grasp the overview of the structure and 
construction flow. On the other hand, due to the problems mentioned above, even if users make changes to the 
property data in the AR environment, these changes cannot be reflected in the BIM models, nor can they be shared 
with other users in real time. In addition, it may take time and effort to communicate the changes not only between 
users within each phase of design, construction, and maintenance but also between each phase. These influences 
can reduce the efficiency of information sharing and opinion exchange and the productivity of the whole project, 
leading to delays in the construction schedule. 

This research proposes a system that enables multiple users to synchronously modify property data while 
displaying BIM models in AR at each phase of design and construction, without being limited by geography. At 
the same time, the changes are automatically reflected in the BIM models and data files, which can be effectively 
linked to other phases, such as Industry Foundation Classes (IFC). With this system, when property data is 
modified in AR, the changes can be shared among users in real-time. In addition, because the changes are 
automatically reflected in various data files such as IFC, they can be quickly shared between the design, 
construction, and maintenance phases of the project (Wong et al., 2022). This is expected to improve the 
productivity and efficiency of the entire project, reduce construction time, and eliminate long hours of labor. 

 
2. PROPOSED METHOD 

An overview of the proposed method is shown in Figure 1. In this research, the device used by users to 
visualize the 3D models and property data by AR is called the AR device, the PC that extracts the 3D models and 
property data from the BIM models and reflects the changes is called the local PC, and the server that connects the 
local PC and the AR devices and has a database is called the remote server. 

 

 
 

Figure 1. Overview of the proposed method 
 
Users use the 3D engine on the AR device to obtain the 3D model and property data of the specified BIM 

model from the remote server. When the model is displayed in AR and the user selects a component on the AR 
device, the property data corresponding to that component is displayed on the screen by its ID set in the BIM 
software. Then, the changes in the property data entered by the user on the AR device are sent to the remote server. 

The remote server acquires the text data containing the property data sent from the local PC and the 
property data modifications sent from the AR device and reflects them in the database. The modified property data 
in the database is immediately exported as text data and sent to the local PC.  

Once the local PC receives the text data, it is imported into the BIM software. The BIM software uses the 
file name and the text to determine which property data of which components of which models have been modified, 
and the data is reflected in the BIM model as property data accordingly. Finally, when the changes are reflected in 
the BIM model, the type of each property data, such as instance parameter or type parameter, is determined, and 
the IFC model is exported with the appropriate property set. 
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3. PROTOTYPE SYSTEM IMPLEMENTATION 
The processing of this system takes place at the AR device, the remote server, and the local PC. The 

process of acquiring the 3D models and property data from the remote server and sending the changes to the remote 
server on the AR device was developed in C# using Unity as the platform. The process of displaying the models 
in AR was developed using ARCore, an augmented reality application developed by Google. 

A free rental server, StarServerFree, was used for the remote server. And MySQL, an open-source 
relational database, was used as the database for storing property data. In addition, MySQL, which is a standard 
feature of StarServerFree, was used in this system, and the process of reflecting property data in MySQL and 
extracting property data of a specific model from MySQL was developed using the PHP language. These PHP 
processes are executed in response to requests from Unity on the AR device. 

The BIM software on the local PC was Revit provided by Autodesk. The process of extracting the 3D 
models and property data of the BIM models from Revit and the process of reflecting the modified property data 
were developed using Dynamo, a visual programming system. The programming language used in Dynamo is 
Python. The program of sending the extracted 3D models and property data to the remote server and the program 
of retrieving the property data modifications from the remote server were developed in C# using Unity on the local 
PC as the platform. 

The libraries, software, and services used in the development and implementation of this system are listed 
in Table 1. The flowchart of the implemented prototype system is shown in Figure 2. In addition, Internet 
connections are established between the AR device and the remote server and between the remote server and the 
local PC using UnityWebRequest programmed in Unity. 

 
Table 1. The libraries, software, and services used in the prototype system 

 

 
 

Figure 2. Overall flow chart of the prototype system 
 

Finally, details of the devices used for the prototype system are shown in Table 2. The desktop PC in 
Table 2 was used as the local PC, and the smartphone was used as the AR device. The AR device and the remote 
server, and the local PC and the remote server were connected via the wireless LAN shown in Table 2. 

 

Name, Version Outline Purpose 

Unity 2020.3.7f1 3D engine Transmission and acquisition of 3D models and property data 

ARCore AR application Displaying AR of 3D models 

StarServerFree Remote server Keeping 3D model and property data files and PHP scripts 

MySQL Database Keeping property data 

Revit2022 BIM software Opening BIM model 

Dynamo Visual 
programming 

Extracting 3D models and property data from BIM models in 
Revit, and reflecting changes in property data 
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Revit2022 BIM software Opening BIM model 

Dynamo Visual 
programming 

Extracting 3D models and property data from BIM models in 
Revit, and reflecting changes in property data 

Table 2. Details of the devices used for verification 

 
4. VALIDATION OF THE PROPOSED METHOD 

In this chapter, the implemented prototype system is used with a model to validate the proposed method. 
Specifically, the property data and the Construction Operations Building Information Exchange (COBie) data of 
a pier model are shown along with images. In addition, examples of strings that did not reflect the changes in the 
BIM models are shown.  

 
4.1 Verification of Pier Model Property Data 

In this verification, a pier model of an elevated bridge was used. This model was used in an expressway 
construction project in Japan. The Revit model of the pier is shown in Figure 3. Note that the property data changed 
in the validation were not used in the actual project but are all hypothetical contents. 

 

 
 

Figure 3. The Revit model of the pier 
 
When any component of the 3D model displayed in AR on the device is selected, the corresponding 

property data is displayed on the screen according to the given ID. In this way, the 3D model and property data 
can be compared and viewed. After viewing the 3D model and the property data, and finding the property data 
that needs to be changed, the user enters the changes on the AR device. The changes are reflected in the database 
on the remote server. Therefore, they can be viewed not only on the device where the changes were entered but 
also on other users' AR devices at the same time. 

The 3D model and property data displayed on the AR device when a component called “footing” of the 
pier model is selected is shown in Figure 4. From this, users can recognize that the “elementID” of this component 
is “148243” and the “Design_strength_of_concrete” is “25N/mm2”. In this verification, the 
“Design_strength_of_concrete” has been changed from “25N/mm2” to “30N/mm2” to increase the strength of the 
component whose “elementID” is “148243”. In addition, a property data item named “contractor” has been added 
and the item of the component whose “elementID” is “148243” has been set to “A_construction_company”. The 
data changes on the AR device are shown in Figure 5. 

 

Type Product name Item Name 

Desktop PC Z270-S01 

OS Windows 10 Education 
CPU Intel Core i5-7400CPU@ 3.00GHz 
RAM 16GB 
GPU NVIDIA GeForce GTX 1060 

Smartphone Google Pixel 2 

OS Android 11 
CPU Qualcomm Adreno 540, 710MHz 
RAM 4GB 

Camera Built-In 

Network equipment 
(Wireless LAN 
access point) 

BUFFALO 
AirStation Pro 
WAPM-1166D 

Transfer 
speed 

IEEE802.11ac: Max 866Mbps 
IEEE802.11n: Max 300Mbps 
IEEE802.11a: Max 54Mbps 
IEEE802.11g: Max 54Mbps 
IEEE802.11b: Max 11Mbps 

Interfaces 2.4GHz and 5GHz 
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Figure 4. AR device screen when selecting the footing of the model 
 

 
  

Figure 5. AR device screen before and after changing property data (left: before, right: after) 
 

The modified or added property data is reflected in the Revit model on the local PC via the remote server. 
The property data items added to the Revit model are automatically appended to the appropriate location in the 
text file for proper mapping to the IFC objects. When the text file is read, the IFC model is exported with the 
property data changes and newly added items. The property data of the Revit model before and after changing is 
shown in Figure 6 and the IFC model is shown in Figure 7. 

 

 
 

Figure 6. The property data of the Revit model before and after changing (Left: before, Right: after) 
 

 
 

Figure 7. The property data of the IFC model before and after changing (Left: before, Right: after) 
 
From Figure 6 and 7, it can be seen that “Design_strength_of_concrete” has been changed from 

“25N/mm2” to “30N/mm2” and “contractor” has been added and its property data has been changed to 
“A_construction_company” in both the Revit model and the IFC model. 
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4.2 Verification of Pier Model COBie Data 
This section shows the verification of the modification of the COBie data in the property data of the pier 

model used in 3.1, together with the images. In order to handle COBie data in Revit, a function called Autodesk 
Cobie Extension for Revit was installed in Revit (Autodesk, 2023) in advance. This extension allows COBie data 
to be handled as property data in the Revit model. In addition, the COBie data can be exported as a spreadsheet. 

The “COBie.CreatedOn” of the component identified in 3.1 whose “elementID” is “148243” has been 
changed from “2022/11/27” to “2023/01/11” on the AR device to change the completion date of this component. 
The data change on the AR device is shown in Figure 8. The changed COBie data is reflected in the Revit model 
on the local PC via the remote server. In addition, the COBie data changed on the AR device is automatically 
overwritten in the spreadsheet containing the COBie data on the local PC. The property data of the Revit model 
before and after changing is shown in Figure 9, and the spreadsheet is shown in Figure 10. 

 

 
 
Figure 8. AR device screen before and after changing COBie data (left: before, right: after) 
 

 
 

Figure 9. The COBie data of the Revit model before and after changing (left: before, right: after) 
 

 
 

Figure 10. The COBie data of the spreadsheet before and after changing (left: before, right: after) 
 

4.3 Property Data That Cannot be Reflected in the Model 
In this prototype system, it was found that property data changes entered at the AR device may not be 

reflected correctly in the BIM model due to the following factors. 
The first is the use of CSV files. CSV files are text files in which each data item is separated by commas. 

Therefore, if there is a comma in a single property data string, the property data will be split, and the BIM model 
will not be able to properly reflect the property data. 

The second issue is the data type of the property data in the BIM model. The property data of the BIM 
model can contain a variety of strings, but the BIM software must be preconfigured with a data type that matches 
the string. This prototype system does not have a feature that allows the user to freely change this data type, and 
was designed with the data type of all property data set to “Text”. Therefore, if a string of only integers is entered, 
that property data will not be reflected in the BIM model. 

Third, there is an issue with the output from MySQL to text data. When property data changes are extracted 
from MySQL to a CSV file, if there are spaces in the property data, the string is enclosed in double quotes. 

Table 3 shows examples of property data that are not correctly reflected in the BIM model, reasons for 
the problems, and examples of modifications that can be made to correctly reflect the property data in the BIM 
model. 



166

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

Table 3. Examples of property data whose changes are not properly reflected  
and examples of modifications to those property data 

Examples of incorrect reflection Reasons not reflected Examples of modifications 
Koji,Yoshimura Containing a comma KojiYoshimura 

30 Only numbers 30N/mm2 
2022,10,03 Containing commas 2022/10/03 

the elevated bridge Containing spaces the_elevated_bridge 
Maintenance day, 10/03 Containing commas and spaces Maintenance_day_10/03 

 
5. DISCUSSION 

First, verification using the prototype system confirmed that property data modified in the AR 
environment can be automatically reflected in BIM models and IFC models. By using this system, the modified 
property data can be immediately shared with other site workers, office workers, and users from other buisinesses 
or phases when the model is displayed in the field for landscape and shape verification in the design phase, or for 
correcting schedule delays and errors in the construction phase. This is expected to reduce construction time.  

However, in this prototype system, the IFC entity to which property data is assigned is unified to 
“IfcProduct”. Therefore, property data changes could be reflected in all IFC objects, but detailed settings, such as 
the user's intention not to reflect them in certain objects, are not possible. In order to output more flexible IFC 
models in the future, it is necessary to allow users to select IFC entities. 

Second, from 3.3, it was found that when property data is reflected in the BIM model, it may not be 
reflected correctly due to commas, spaces, or strings that do not match the data type. However, the prototype 
system is designed to log property data before and after changing and send emails with the same contents to all 
concerned. This is expected to allow the original property data to be restored by referring to the log, even if 
unintended changes are reflected in the BIM model. In addition, this logging system records not only the contents 
before and after the change but also the name of the modifier and the date and time of the modification. This will 
play a significant role in ensuring data consistency and clarifying where responsibility lies if there are collaborators. 

The email sent when property data changed, which is not reflected in the BIM model is shown in Figure 
11. This email indicates that the user named Yoshimura wanted to change “Design_strength_of_Concrete” from 
“25N/mm2” to “30N/mm2”. 

 

 
 

Figure 11. Emails sent to concerned persons informing them of the changes 
 
Third, in this study, the pier model created in Revit was used to verify the proposed method. Although 

only the pier model is mentioned in the text, it has been confirmed that property data of piping models, one of the 
building elements, is also able to be shared between the AR environment and the BIM models in this system. 
However, there are various types of BIM models, including terrain models, geology and soil models, linear models, 
earthwork shape models, structure models, and integrated models that combine these models. To make data 
exchange more efficient in an AR environment, the system needs to be compatible with those BIM models as well.  

On the other hand, Revit can import IFC models and their property data. This allows various BIM models 
created in other software to be imported into Revit via IFC files and their property data to be modified in the 
proposed method. For example, a linear model created in Civil 3D and exported to an IFC model could be 
supported in this system.  

 
6. CONCLUSIONS 

In this research, a method was proposed to enable property data modifications of BIM models on an AR 
system using a mobile device and to speed up the sharing of such modifications among users. The proposed method 
connects AR devices and local PCs to remote servers via the Internet and automatically reflects property data 
modifications in BIM models and IFC models. In addition, a prototype system was implemented to verify the 
proposed method. The following points were clarified through the verification.  
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only the pier model is mentioned in the text, it has been confirmed that property data of piping models, one of the 
building elements, is also able to be shared between the AR environment and the BIM models in this system. 
However, there are various types of BIM models, including terrain models, geology and soil models, linear models, 
earthwork shape models, structure models, and integrated models that combine these models. To make data 
exchange more efficient in an AR environment, the system needs to be compatible with those BIM models as well.  

On the other hand, Revit can import IFC models and their property data. This allows various BIM models 
created in other software to be imported into Revit via IFC files and their property data to be modified in the 
proposed method. For example, a linear model created in Civil 3D and exported to an IFC model could be 
supported in this system.  

 
6. CONCLUSIONS 

In this research, a method was proposed to enable property data modifications of BIM models on an AR 
system using a mobile device and to speed up the sharing of such modifications among users. The proposed method 
connects AR devices and local PCs to remote servers via the Internet and automatically reflects property data 
modifications in BIM models and IFC models. In addition, a prototype system was implemented to verify the 
proposed method. The following points were clarified through the verification.  
 

 Property data modifications of each model are appropriately reflected in the BIM models and the 
IFC models. 

 Not only property data, but also COBie data can be modified in the AR environment. 
 Some strings cannot be properly reflected as property data in the BIM and IFC models. 
 Because the IFC object to which the property data is assigned is unified into a single entity, it is not 

possible for users to intentionally not reflect the changes in a particular object. 
 

Therefore, when the model is displayed in the field using AR, it is possible to modify the property data of 
the BIM model in the AR environment if there is an Internet environment, and these modifications can be 
automatically shared with other site workers and office staff, as well as users in other phases or businesses. This 
is expected to increase the efficiency and speed of data linkage.  

Several prospects are mentioned. First, to build a more versatile system, various data formats and IFC 
entities should be able to be specified by users. Second, to make the system easily accessible to a wider range of 
users, the proposed method can be developed as a web system that does not require the installation of an application 
on the device and can be easily updated. Finally, the proposed method and the prototype system in this research 
do not allow users to change the shape of the 3D model while displaying the model in AR. If a method can be 
found that allows users to change the shape of a model synchronously with other users in an AR environment, 
information sharing will be accelerated. 
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Abstract: Architecture, Engineering, and Construction (AEC) projects face various opportunities, challenges, and 
risks when adopting different information management technologies and collaboration strategies among 
stakeholders. Considerations for adopting new information management technologies go beyond the technical 
requirements. They are also related to the business value and culture of different stakeholders, the trust between 
them, the project delivery models, and so on. University students often face difficulties understanding the multifold 
considerations held by various project stakeholders in adopting different information management technologies, 
the complex relationships between stakeholders, and the diverse AEC project delivery models through didactic 
lecture-based teaching. A simulation game was designed and embedded in the course "BIM Technology & 
Application" offered by the Department of Civil Engineering at National Taiwan University to help students 
understand the actual AEC project delivery process.  
 
Keywords: AEC education, Classroom teaching, Simulation game, Project delivery model 
 
1. INTRODUCTION  

Delivering Architectural, Engineering, and Construction (AEC) projects can be challenging since they 
involve collaboration between various stakeholders and intense information management between them (Zhang & 
Wang, 2009). Unfortunately, traditional paradigms and information management technologies for AEC project 
delivery often result in poor performance since they frequently lead to limited collaboration and inadequate 
interoperability (Franz et al., 2017). Thus, Alternative Project Delivery Methods (APDMs) such as Integrated 
Project Delivery (IPD) and information management technologies such as Building Information Modeling (BIM) 
have drawn much attention from the AEC industry and academia recently because of their potential to improve 
AEC project delivery (Aldossari et al., 2021; Gu & London, 2010). As a result, universities worldwide have also 
started integrating these new concepts and skills into their curriculum for AEC students (Chegu Badrinath et al., 
2016; Solnosky et al., 2014). However, one of the main barriers to this integration identified by the educationalists 
is that they are primarily taught in traditional ways, failing to provide students with opportunities to experience 
and explore the relationships between project stakeholders, the differences between project delivery methods, and 
the roles of information management technologies (Hedayati et al., 2015; Mills & MacDonald, 2013). 

Simulation games have been used for AEC education since the 1990s (Rounds et al., 1986, Veshosky, & 
Egbers, 1991). These games are mostly designed for the students to understand the roles of construction managers. 
The roles of other parties in the AEC projects are little addressed. Later, more simulation games are developed to 
address specific challenges in the AEC projects, e.g., bidding, procurement and negotiation (Dzeng & Wang, 2016; 
Perng et al., 2006). A more general simulation game is needed for AEC students to learn and understand the basic 
mechanisms of AEC projects, the relationship between different stakeholders, and the role of emerging 
technologies. And how different tools and media (e.g., LEGO, a board game) can be used for these simulation 
games are to be explored further (Dancz et al., 2017).  

Our research team at the Department of Civil Engineering at National Taiwan University (NTUCE) has 
developed a simulation game named "To BIM or Not to BIM." This game aims to help our students (both 
undergraduate and graduate) experience and understand the process and mechanisms of AEC projects and the 
meaning behind the adoption of different information management technologies. In this game, participants play 
the role of different stakeholders: clients, designers, and contractors. The game is divided into two phases: design 
and construction. Clients set the project delivery requirements at the beginning of the game, and designers and 
contractors are chosen through competitive bidding. The designers and contractors are responsible for allocating 
appropriate resources for execution and determining the right technologies for information management. Finally, 
project delivery success is measured by profit and loss, and the quality of delivery is ensured in each phase of the 
game. Since 2019, the game has been embedded in the "BIM Technology & Application" course offered by 
NTUCE. So far, approximately 90 university students (undergraduate and graduate) have played the game and 
shared their feedback. 
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2. METHOD 
2.1  The Design of the Simulation Game 

The simulation game aims to allow university students to experience the process and mechanisms of real-
world AEC projects, allowing them to explore the relationship between project stakeholders and the role of 
information management technologies in project delivery. The critical elements of this simulation game are as 
follows. 
 
(1) Role Playing 

The players (course students) can play one of the three essential roles in AEC projects: the client 
representative, the principal architect, and the main contractor (as shown in Figure 1). The client party owns capital 
to invest in a new asset and aims to profit from it. The architectural firm manages and delivers the design of the 
new asset, and the main contractor manages and delivers its construction. 

 

 
 

Figure 1. The three main roles in our simulation game 
 

(2) Project Delivery Process 
The players go through several steps, representing critical phases in a typical AEC project: the planning, 

design, and construction (as shown in Figure 2). We use one of the project delivery models called Design-Bid-
Build (DBB) in the simulation game. Firstly, the client party issues a proposal for their new asset in the planning 
phase. In this phase, they set the project's expected cost, quality, and duration and collect information about related 
building regulations and limitations. Secondly, they find a suitable architectural firm to deliver the design of the 
new asset, usually via a bidding process (but not limited to it). In this step, the client conveys the proposal of their 
new asset to the architectural firm(s), who in turn make their proposal(s). Finally, the final design proposal 
(including the final design fee and expected quality and duration to be delivered in the design phase) is decided 
via negotiation between the client representative and the principal architect or the winning firm that provided the 
most appealing offer in the bidding process. 

Thirdly, the principal architect decides which architect in the firm will be responsible for the design 
delivery and which information management technology will be used for their work. Three types of architects can 
be chosen, super, senior, and junior, and two information management technologies are available: computer-aided 
Design (CAD) and Building Information Modeling (BIM). After the selection of the desired workforce and tools, 
the design of a new asset is conducted. The player who plays the role of the principal architect will roll dice to 
determine the outcome of their design delivery. More information about the dice and risk incorporated into this 
game is explained in the next section. In the final step of the design phase, the client representative and principal 
architect need to check whether the design delivery is acceptable. If not, more design work must be conducted, 
and the architectural firm is responsible for the extra cost and associated overdue penalties. 

Similar to the design phase, at the beginning of the construction phase, the client finds a suitable main 
contractor to deliver the construction of their new asset, usually but not limited to being decided via a bidding 
process. In this step, they also convey the proposal of their new asset to the contractor(s), who in turn make their 
proposal(s). Finally, the final construction proposal (including the final construction fee and expected quality and 
duration to be delivered in this phase) is decided via negotiation between the client representative and the main 
contractor or the winning firm that provided the most appealing offer in the bidding process. 

Like the design phase, the main contractor will decide which engineer in the firm will be responsible for 
construction delivery and which information management technology will be used for their work. Three types of 
engineers can be chosen, super, senior, and junior, and two information management technologies are available: 
CAD and BIM. After the selection of the desired workforce and tools, the construction of the new asset is 
conducted. The player who plays the role of the main contractor will roll dice to determine the outcome of their 
construction delivery. More information about the design of the dice and risk in this game is explained in the next 
section. In the final step of the construction phase, the client representative and the main contractor need to check 
whether the construction delivery is acceptable. If not, more work must be conducted, and as for the architectural 
firm, the main contractor is responsible for the extra cost and associated overdue penalties. 

The client then reviews the final project delivery outcomes- total cost, quality, and duration. The potential 
profit generated by the new asset and losses caused by project setbacks is also evaluated. 
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Figure 2. The twelve main steps in our simulation game 
 

(3) Risk 
The risk factors in AEC project delivery are also considered and incorporated into our simulation game. 

As mentioned in the previous section and shown in Figure 3, the workforces of the architectural firms and 
contractors are categorized into three levels based on their level of work experience: super (most experienced), 
senior (less experienced), and junior (least experienced). Two information management technologies, CAD and 
BIM, are available for project delivery (as shown in Figure 4), with the latter considered the more advanced 
technology. In theory, the cost of hiring super architects and engineers is higher, but they deliver better project 
outcomes (higher quality and shorter duration). The cost of senior personnel is lower, but they perform less well, 
and the cost of junior architects and engineers is the least, but they perform the worst (lowest quality and longest 
duration). BIM is theoretically more costly but ensures better project delivery and vice-versa for CAD. In reality, 
however, there is the chance that these workforces and technologies might perform differently than expected, and 
dice are used to reflect this risk factor. 

Our simulation game uses three dice colors (as shown in Figure 5). The green dice have the highest 
probability of a better project outcome, the yellow dice have a lower probability, and the red dice have the lowest. 
As mentioned in the previous section, once the players (i.e., the principal architect and the main contractor) have 
chosen their desired workforce and technology for that round, they must roll the corresponding dice to determine 
the project delivery outcome. Green dice are used for super architects and engineers and BIM, yellow for senior 
personnel and CAD, and red for junior personnel. 

 

 
 

Figure 3. Three levels of architects and engineers 
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Figure 4. Two types of information management technology  
 

 
 

Figure 5. Three types of dice were used in the design and construction phase 
 

(4) Cost, Quality, and Duration 
The representative numbers and relationships between project cost, quality, and duration across project 

phases have been carefully designed in our simulation game to reflect real situations encountered in actual AEC 
projects. For example, the design fee in Taiwan is usually 10 ~ 20% of the estimated construction fee. Thus, in our 
simulation game, the project cost, quality, and duration in the construction phase are four times more than in the 
design phase (as shown in Figures 3, 4, and 5), and 50 units of cost are equivalent to one unit of quality. This math 
is relevant to the design of the dice and the costs of the different workforces and information technologies. 
 
(5) Winning Criteria 

Since the amount of capital and the profit method vary greatly between the client, architectural firms, and 
main contractors, the winner of our simulation game is not the one who profits the most. Students are divided into 
various groups when this game is played and can play their roles with their strategies; therefore, the relationships 
between the client, architectural firms, and main contractors will differ from one group to another. The ideal 
outcome for an AEC project is a win-win situation for all project stakeholders. The group that achieves such a 
balance is to be considered the winner. 
 
(6) Bonus 

We have designed another mechanism to reflect the benefits of adopting BIM for different stakeholders. 
For example, if the architectural team delivers their design using BIM, the cost of adopting BIM for the main 
contractor will be lower (25% discount). Whether earlier delivery of the new asset will benefit the project 
stakeholders is considered but not yet designed into this version of the simulation game. 
 
(7) Penalty 
 We also design a penalty mechanism for the simulation game. If the architect or contractor exceeds their 
expected duration, one unit of duration delay will get 50 units of penalty. They must take this penalty as their cost 
in the final balance process. This penalty will pay to the client. 
 
2.2  The Way to Play 

We play two rounds in a typical class. First, students are formed into groups of five to six people. The 
first round is relatively simple, aiming to enable students to understand the process and mechanisms of the game. 
In this round, the project scale is also smaller (with an estimated construction cost of 1000 units). One or two 
students play the role of the client representatives of the same company, another act as the principal architect of 
the same firm, and another act as a representative of the same main contractor. The second round becomes more 
challenging and complex, and the project scale is bigger (with an estimated cost of 5000 units). Students still play 
the same roles as in the last round, but this time the two principal architects work for different firms, and there are 
two contractors. These architectural firms and contractors must compete to win the project, representing the 
traditional AEC project delivery model- "Design-Bid-Build." 
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More details about how we play the simulation game in class are shown in Table 1. During an in-class 
activity, group-to-group results were compared, and insights were given on how certain choices led to specific 
outcomes. Also, an ideal group was chosen, and their choices, outcomes, and strategies were discussed in detail in 
class. Later in the reflection session, participating groups were given time to analyze their performance and were 
encouraged to share their thoughts and "takeaways" from the game. At the end of the session, player suggestions 
were taken through an online feedback form. 
 

Table 1. A breakdown of the gameplay  
Session Description Duration 

Introduction The purpose, rules, and process of the game are introduced. 10 mins 
Grouping and Role 

Assignments 
First, students are grouped as 5 - 6 people. Second, the roles are assigned 
by teachers or decided by students. Third, students playing different 
roles are gathered separately. Then, key information and tips for each 
role are given to them separately by teaching assistants.  

10 mins 

1st round The estimated construction cost of a new asset is set at 1000 units. 
Usually, the design and construction requirements are met after one 
selection of the workforce and tools. There is only one client, an 
architectural firm, and the main contractor. Therefore, no bidding 
process is required. 

30 mins 

Discussion The results (profit) of different project stakeholders in different groups 
are collected and compared. The reasons for the winning and losing are 
discussed, as is how the students understand the relationships between 
different project stakeholders and the role of BIM. 

10 mins 

Break A short break is arranged for students to reflect on the game.  10 mins 
2nd round The estimated construction cost of a new asset is set at 5000 units. 

Usually, the design and construction requirements are met after five 
selections of the workforce and tools. There is one client, two 
architectural firms, and two contractors. Therefore, a bidding process is 
required. 

40 mins 

Discussion The results (profit) of different project stakeholders in different groups 
are collected and compared. The reasons for the winning and losing are 
discussed, as is how the students understand the relationships between 
different project stakeholders and the role of BIM.  

10 mins 

 
3. RESULTS & VALIDATION 
3.1  History and Evolution 

This game was first introduced to students in a summer course in 2019. Later, this became part of the 
"BIM Technology and Application" course. Table 2 shows the details of the game played at different times. So 
far, it has been played around 50 times by more than 90 participants. The players have included undergraduate 
university students in 2nd year and above up to doctorate students. 

 
Table 2. Game details of recorded games  

Course Title Year Format No. of 
Students 

Player's profile 

NTU Summer School Summer 2019 Physical 9 B 
BIM Technology & Application Fall 2019 Physical 30 B, M, D 
BIM Technology & Application Fall 2020 Physical 22 B, M, D 
BIM Technology & Application Fall 2021 Digital 24 B, M, D 
NTU CAE Summer Internship Summer 2022 Digital 8 B  
B: Bachelor, M: Masters, D: Ph.D. 
 
The initial version of the game was developed as a paper-based board game, where students could play with 

paper cards and dice, as shown in Figure 6. Although playing the game in that fashion was fun, maintaining the 
manual calculations was challenging. Sometimes faulty records led to unexpected game results and discussions. 
Similar feedback was also received from students. Over the years, the game evolved from paper-based to digital 
due to continuous development efforts. During the COVID-19 pandemic, the digital version of the game was used 
when physical classes were discouraged. The digital version retained all the attributes of the paper-based version, 
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The initial version of the game was developed as a paper-based board game, where students could play with 

paper cards and dice, as shown in Figure 6. Although playing the game in that fashion was fun, maintaining the 
manual calculations was challenging. Sometimes faulty records led to unexpected game results and discussions. 
Similar feedback was also received from students. Over the years, the game evolved from paper-based to digital 
due to continuous development efforts. During the COVID-19 pandemic, the digital version of the game was used 
when physical classes were discouraged. The digital version retained all the attributes of the paper-based version, 

utilizing a simple single-window User Interface (UI). Only the processes after the competitive bidding step were 
digitized. Figure 7 shows a screenshot of the game's UI. Spreadsheet extraction of each round's results was one of 
this version's key features. The digital version reduces the chance of human errors during calculations and the time 
required for playing each round. The results are exported in a spreadsheet so that group results can be easily 
compared and presented in the class. 

As part of future development efforts, it is planned to convert the game into a web version. The current 
version supports the design-build-build project delivery scenario. However, other delivery methods, such as IPD, 
that promote ultimate stakeholder collaboration by integrating the latest information management technologies, 
such as BIM, are planned for future versions. 

 

 
 

Figure 6. A paper version of the simulation game 
 

 
 

Figure 7. UI of the digital version  
 

3.2  Close Observations 
Eight bachelor's students played the latest version of the simulation game during their 2022 NTU CAE 

Summer Internship (see Figure 8). Close observations of their gameplay in the first round are presented in the 
following sections as examples of how students perform from our simulation game. 
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(a) the setting 

 
(b) game introduction 

 
(c) discussions during the game 

 
(d) discussions after the game 

Figure 8. Photos of gameplay during the 2022 NTU Summer Internship 

A comparison of the two groups' results is shown in Table 3. The project budget, minimum quality and 
maximum duration in the first round of game are set by the game designers, which represent the clients’ estimation 
of project budget (including construction cost, contractor’s and designer’s service fee) and building authority’s 
requirements. Whether the clients aim for higher quality or shorter duration is decided by the game players 
themselves. The clients should make reasonable planning for design and construction phase and agreements with 
designer and contractor based on the information provided (e.g. minimum/ maximum amount of quality and 
duration to gain in one round of design and construction work, the set ratio difference between design and 
construction phase). From the agreed prices for the two projects, it is clear that negotiation plays a vital role in 
project bidding. Risk is an integral part of the construction, and this is also evident from the outcome. Both groups 
chose a senior architect and a CAD tool during the first design round; however, the first group did not perform as 
well, so they had to play another design round, which incurred more cost and time. This scenario highlights the 
philosophy of doing things right at the very first attempt. In the case of Group 2, all stakeholders were satisfied 
because of the balanced savings in each phase of the project; however, stakeholder satisfaction was not equally 
achieved. The classroom discussions helped students to find resemblances with actual construction scenarios. 

 
Table 3. Comparison of results of two student groups in the first round of the game 

Project Budget ($) = 1000 Group-1   Group-2  
Stakeholders Client Designer Contractor Client Designer Contractor 
Minimum Quality (Tokens) 20 - - 20 - - 
Maximum Duration (Weeks) 20 - - 20 - - 
Agreed Quality (Tokens) 20 6 14 20 4 16 
Agreed Duration (Weeks) 16 4 12 19 4 15 
Agreed Amount ($) 1050 330 720 665 180 485 
Quality Achieved (Tokens) 30 6 24 25 5 20 
Time Spent (Weeks) 18 10 8 15 3 12 
Revenue ($) (a) 1800 330 720 1250 180 485 
Expense ($) (b) 1050 140 350 (c) 665 60 320 
Time penalty ($) [50/unit time] - 300 - - - - 
Savings/loss ($) 750 -110 370 585 120 165 

Choices (Person, Tool)  

1 Senior 
Architect 
+1 CAD,  
1 Senior 

1 Super 
Engineer 

  +1 BIM 
 

1 Senior 
Architect 
 +1 CAD 

1 Super 
Engineer 

  +1 CAD 



175

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

 
(a) the setting 

 
(b) game introduction 

 
(c) discussions during the game 

 
(d) discussions after the game 

Figure 8. Photos of gameplay during the 2022 NTU Summer Internship 

A comparison of the two groups' results is shown in Table 3. The project budget, minimum quality and 
maximum duration in the first round of game are set by the game designers, which represent the clients’ estimation 
of project budget (including construction cost, contractor’s and designer’s service fee) and building authority’s 
requirements. Whether the clients aim for higher quality or shorter duration is decided by the game players 
themselves. The clients should make reasonable planning for design and construction phase and agreements with 
designer and contractor based on the information provided (e.g. minimum/ maximum amount of quality and 
duration to gain in one round of design and construction work, the set ratio difference between design and 
construction phase). From the agreed prices for the two projects, it is clear that negotiation plays a vital role in 
project bidding. Risk is an integral part of the construction, and this is also evident from the outcome. Both groups 
chose a senior architect and a CAD tool during the first design round; however, the first group did not perform as 
well, so they had to play another design round, which incurred more cost and time. This scenario highlights the 
philosophy of doing things right at the very first attempt. In the case of Group 2, all stakeholders were satisfied 
because of the balanced savings in each phase of the project; however, stakeholder satisfaction was not equally 
achieved. The classroom discussions helped students to find resemblances with actual construction scenarios. 

 
Table 3. Comparison of results of two student groups in the first round of the game 

Project Budget ($) = 1000 Group-1   Group-2  
Stakeholders Client Designer Contractor Client Designer Contractor 
Minimum Quality (Tokens) 20 - - 20 - - 
Maximum Duration (Weeks) 20 - - 20 - - 
Agreed Quality (Tokens) 20 6 14 20 4 16 
Agreed Duration (Weeks) 16 4 12 19 4 15 
Agreed Amount ($) 1050 330 720 665 180 485 
Quality Achieved (Tokens) 30 6 24 25 5 20 
Time Spent (Weeks) 18 10 8 15 3 12 
Revenue ($) (a) 1800 330 720 1250 180 485 
Expense ($) (b) 1050 140 350 (c) 665 60 320 
Time penalty ($) [50/unit time] - 300 - - - - 
Savings/loss ($) 750 -110 370 585 120 165 

Choices (Person, Tool)  

1 Senior 
Architect 
+1 CAD,  
1 Senior 

1 Super 
Engineer 

  +1 BIM 
 

1 Senior 
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1 Super 
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Architect 
 +1 BIM 

Note: 
a) Revenue: Client = 50 * Quality Achieved + Time penalty from designer & contractor; Designer and 

Contractor = Agreed amount 
b) Expense: Client = Agreed amount by designer and contractor; Designer and Contractor = Actual cost 
c) If the designer uses BIM, the contractor can enjoy 25% savings on the BIM expense. 

 
4. CONCLUSIONS AND FUTURE WORKS 

This research addressed the issue that traditional teaching methods cannot help students experience and 
explore the relationships between project stakeholders, the differences between project delivery methods, and the 
roles of information management technologies. Therefore, we proposed a simulation game, "To BIM or not to 
BIM," that allows students to experience resource trade-offs with appropriate risk management to maximize their 
profit. We have introduced the game into the class since 2019, and from class observation, we found that although 
the project budget and quality requirements were the same, team performance was very different. This 
phenomenon reflects AEC project uniqueness.  

In the future, we will design pre- and post-game questionnaires for the participating students to investigate 
whether they gain the knowledge about the AEC project delivery we aim for when designing this simulation game. 
We will also conduct simulation analysis via computer to validate that the mechanisms are well designed according 
to our expectations. Furthermore, we plan to simplify the game environment setup process and enrich the game 
with more scenarios so that students can have more experience by rapidly playing the game several times with 
different strategies within a specific time. In addition, the current simulation game follows the Design-Bid-Build 
(DBB) project delivery method as its game process, but this can be extended with other project delivery methods, 
such as Integrated Project Delivery (IPD). This would allow students to gain wider experience. 
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Abstract: Aluminum formwork systems are an onsite labor-saving and sustainable construction method. However, 
it requires detailed planning before construction, which is more challenging for beam-column buildings, 
commonly seen in regions facing seismic hazards, than slab-wall buildings. Also, the existing CAD-based planning 
tool for beam-column buildings is labor-intensive and time-consuming. Therefore, this research develops a BIM-
assisted tool for formwork engineers to efficiently and effectively conduct layout planning. The tool is 
implemented by Revit API and consists of six modules: (1) Preparation of Layout Planning, (2) Corner Panel 
Initial Placement, (3) Flat Panel Generation, (4) Flat Panel Refinement, (5) Corner Panel Generation, and (6) 
Formwork Accessory Planning. The tool also considers the inventory of panels and assists in deciding the 
production of new panels during layout planning. Finally, a real case evaluation shows that the developed tool can 
save at least 50% of layout planning time, compared to the existing CAD-based layout planning tool. 
 
Keywords: Aluminum formwork, Layout planning, BIM, Design automation, Beam-Column buildings 
 
1. INTRODUCTION 

Aluminum formwork systems are now increasingly applied in Taiwan’s Architecture, Engineering & 
Construction (AEC) industry. Compared with conventional timber formwork systems, aluminum formwork 
systems have a lower cost in onsite labor because it does not need many handcraft tasks on-site. Gaddam and 
Aravindan (2020) conducted a case study that shows that the aluminum formwork system took the least 
construction time and the second least cost by comparing 4 types of formwork systems. However, aluminum 
formwork systems require detailed planning before construction. Any on-site machining tasks (cutting, welding, 
and drilling) should be conducted in the factory because it is safer and less costly than onsite. Moreover, the 
formwork planning for the connections of beam-column buildings is more complex than that of slab-wall buildings, 
making formwork planning more challenging. Biruk and Jaskowski (2017) proposed a mixed integer linear 
programming modeling approach to support the formwork planning process. They focus on wall panel planning 
but do not consider the columns and beams in their examples. Lee et al. (2018) proposed an advanced planning 
model to conduct slab panel planning considering structural obstacles, such as columns. Lee et al. (2021) developed 
a prototype of an automatic tool that focuses on wall and slab planning. However, the examples or cases in the 
previous studies are often using slab-wall buildings. It cannot directly be used for beam-column buildings. In 
addition to labor-saving, the aluminum formwork system is also a sustainable construction method because each 
panel can be reused 200 to 300 times before it is recycled. Thus, the formwork planning should consider the 
inventory of formwork panels to reduce the need for creating new panels because of the long-term lifecycle of 
each panel. Lee and Ham (2018) developed an automatic slab form layout system, which maximizes the standard 
formwork panels on the slab and automatically determines the layout of standard and nonstandard formwork panels, 
but they only focus on slab panels. Mei et al. (2021) proposed a BIM-based framework for formwork planning 
considering potential reuse, but we only see the preliminary layout planning result presented in their paper. It 
seems that their planning layout is only preliminary. The above-mentioned studies can help engineers conduct wall 
and slab planning in slab-wall buildings and consider potential reuse, but they cannot be directly used for Taiwan’s 
beam-column buildings. Therefore, this research aims to propose and develop an automatic planning tool to help 
aluminum formwork engineers conduct detailed planning. The detailed planning considers panel alignment, panel 
assembly, and panel management for Taiwan’s beam-column buildings. 
 
2.  THE BIM-ASSISTED ALUMINUM FORMWORK PLANNING TOOL 

This research proposes a BIM-assisted formwork planning tool and uses the API (Application 
Programming Interface) of Autodesk Revit, a BIM (Building Information Modeling) software, to implement the 
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Abstract: Aluminum formwork systems are an onsite labor-saving and sustainable construction method. However, 
it requires detailed planning before construction, which is more challenging for beam-column buildings, 
commonly seen in regions facing seismic hazards, than slab-wall buildings. Also, the existing CAD-based planning 
tool for beam-column buildings is labor-intensive and time-consuming. Therefore, this research develops a BIM-
assisted tool for formwork engineers to efficiently and effectively conduct layout planning. The tool is 
implemented by Revit API and consists of six modules: (1) Preparation of Layout Planning, (2) Corner Panel 
Initial Placement, (3) Flat Panel Generation, (4) Flat Panel Refinement, (5) Corner Panel Generation, and (6) 
Formwork Accessory Planning. The tool also considers the inventory of panels and assists in deciding the 
production of new panels during layout planning. Finally, a real case evaluation shows that the developed tool can 
save at least 50% of layout planning time, compared to the existing CAD-based layout planning tool. 
 
Keywords: Aluminum formwork, Layout planning, BIM, Design automation, Beam-Column buildings 
 
1. INTRODUCTION 

Aluminum formwork systems are now increasingly applied in Taiwan’s Architecture, Engineering & 
Construction (AEC) industry. Compared with conventional timber formwork systems, aluminum formwork 
systems have a lower cost in onsite labor because it does not need many handcraft tasks on-site. Gaddam and 
Aravindan (2020) conducted a case study that shows that the aluminum formwork system took the least 
construction time and the second least cost by comparing 4 types of formwork systems. However, aluminum 
formwork systems require detailed planning before construction. Any on-site machining tasks (cutting, welding, 
and drilling) should be conducted in the factory because it is safer and less costly than onsite. Moreover, the 
formwork planning for the connections of beam-column buildings is more complex than that of slab-wall buildings, 
making formwork planning more challenging. Biruk and Jaskowski (2017) proposed a mixed integer linear 
programming modeling approach to support the formwork planning process. They focus on wall panel planning 
but do not consider the columns and beams in their examples. Lee et al. (2018) proposed an advanced planning 
model to conduct slab panel planning considering structural obstacles, such as columns. Lee et al. (2021) developed 
a prototype of an automatic tool that focuses on wall and slab planning. However, the examples or cases in the 
previous studies are often using slab-wall buildings. It cannot directly be used for beam-column buildings. In 
addition to labor-saving, the aluminum formwork system is also a sustainable construction method because each 
panel can be reused 200 to 300 times before it is recycled. Thus, the formwork planning should consider the 
inventory of formwork panels to reduce the need for creating new panels because of the long-term lifecycle of 
each panel. Lee and Ham (2018) developed an automatic slab form layout system, which maximizes the standard 
formwork panels on the slab and automatically determines the layout of standard and nonstandard formwork panels, 
but they only focus on slab panels. Mei et al. (2021) proposed a BIM-based framework for formwork planning 
considering potential reuse, but we only see the preliminary layout planning result presented in their paper. It 
seems that their planning layout is only preliminary. The above-mentioned studies can help engineers conduct wall 
and slab planning in slab-wall buildings and consider potential reuse, but they cannot be directly used for Taiwan’s 
beam-column buildings. Therefore, this research aims to propose and develop an automatic planning tool to help 
aluminum formwork engineers conduct detailed planning. The detailed planning considers panel alignment, panel 
assembly, and panel management for Taiwan’s beam-column buildings. 
 
2.  THE BIM-ASSISTED ALUMINUM FORMWORK PLANNING TOOL 

This research proposes a BIM-assisted formwork planning tool and uses the API (Application 
Programming Interface) of Autodesk Revit, a BIM (Building Information Modeling) software, to implement the 

tool. The aluminum formwork system adopted is from FBC Formworks Systems Co., Ltd. 
(https://www.fbcformworks.com/). Their formwork system is a transformation from that of Aluforms Co., Ltd. 
(https://www.aluforms.net/) to fit the demands of Taiwan’s beam-column buildings.  

The development of the proposed planning tool uses the layout planning principle of walls, columns, and 
beams from FBC Formworks Systems Co., Ltd. as a reference. There are five main principles to be considered in 
layout planning: (1) The number of panels should not be too many to cause poor construction efficiency; (2) Layout 
corner panels on the connection between the flat panels with different orientations; (3) Make sure flat panels are 
aligned with their opposite flat panels for screwing pull ties; (4) Make sure part of holes between adjacent panels 
are aligned for assembly; (5) Make sure all panels are fastened and supported by accessories. Figure 1 shows an 
example of layout planning based on the rules (Chen et al., 2022). Besides, before using the tool, the BIM model 
should satisfy three constraints: elements should be rectangular cuboids; elements should be unjointed; and contact 
areas between elements should be rectangular. 
 

 
 

 Figure 1. An example of layout planning (Chen et al., 2022) 
 

Finally, the developed tool consists of six modules: (1) Preparation of Layout Planning, (2) Corner Panel 
Initial Placement, (3) Flat Panel Generation, (4) Flat Panel Refinement, (5) Corner Panel Generation, and (6) 
Formwork Accessory Planning. Modules 2 to 4 are based on the previous approach proposed (Chen et al., 2022). 
This research makes Modules 2 to 4 more automatic and then develops Modules 1, 5, and 6 to complete the 
planning process. The comprehensive planning process is shown in Figure 2. The functions in the modules are 
categorized into 3 types: automatic, semi-automatic, and manual function. Semi-automatic functions mean that the 
tool can accelerate this operation. In addition, any function that may create, modify, or delete panels or accessories 
would connect with a formwork management module. The following sections show the implementation of each 
module. 
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Figure 2. The comprehensive planning process of the proposed tool 
 
2.1  Preparation of Layout Planning  

Engineers can decide what kinds of flat panels should be used and set their generation priority by editing 
a CSV (comma-separated values) file. The file has all the panel types that may be used in a project. The generation 
priority is the same as the appearing sequence in the CSV file. Figure 3 shows an example of the generation results 
from two different CSV files. 
 

 
 

Figure 3. An example of the generation results from two different CSV files 
 
The panel library is automatically generated or updated according to the CSV file. Engineers can edit a 

flat panel’s property parameter to adjust the positions of the holes on the panel. Figure 4 shows an operation 
example of the parametric flat panel library. 

 

 
 

Figure 4. An operation example of the parametric flat panel library 

2.2  Corner Panel Initial Placement  
The planning tool analyzes all corner types of all elements in the same story and then follows the principles 

decided by engineers to define the respective types and locations of corner panels. The inner corner of an opening 
does not need corner panels. The connections between all corner panels follow the rules defined by engineers. For 
example, the horizontal corner panels should stand on the vertical corner panels. Figure 5 shows an example result 
after the corner panel initial placement. The initial placement can be modified by engineers and influence the result 
of following flat panel generation. 
 

 
 

Figure 5. An example of the result after corner panel initial placement 
 
2.3  Flat Panel Generation 

The planning tool automatically generates flat panels on each element with six steps: (1) Category 
Identification, (2) Beam Partition, (3) Face Partition, (4) Story Interface Checking, (5) Flat Panel Generation, and 
(6) Hole Position Modification. Steps 1 and 3 are the same as the previous approach (Chen et al., 2022). Step 2 is 
to confirm that the part of the panels’ holes on the beam can align with the part of the panels’ holes on the wall 
below the beam. This step partitions beams according to the panel layout of the walls, as shown in Figure 6. Step 
4 is to check whether a special type of panel (the base for next-story panels) should be placed on the partitioned 
face (as shown in Figure 7). Step 5 is to generate panels on partitioned faces by the planning sequence from the 
preparation of formwork planning. This step connects with the formwork management module to make an 
appointment, Step 6 is to modify the arrangement of holes according to the elevation of the flat panels as shown 
in Figure 8. 
 

 
 

Figure 6. Partitioning beam for the alignment of the holes 
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Figure 7. Story interface checking 
 

 
 

Figure 8. The alignment of the hole position in the same elevation 
 

2.4  Flat Panel Refinement 
This module consists of four functions including Inspection, Modification, Delete, and Regeneration for 

engineers to refine the flat panel generation result. The Inspection function can analyze the components selected 
by engineers and then produce a list that indicates all unfinished faces, as shown in Figure 9(a). The Modification 
function provides tools for engineers to resize, merge, and split panels. Figure 9(b) shows the example of merging 
panels. The operation can be done more quickly and can be connected to the database to check whether the panel 
needs to be produced. The Delete function is to help engineers delete all panels on a single face or a single 
component, as shown in Figure 9(c). The Regeneration function allows engineers to draw reference lines on a face 
and then regenerate the panels on it, as shown in Figure 9(d). These functions assist engineers to inspect and adjust 
panel configurations more quickly and retain some flexibility to deal with potentially more complex cases. 

 

 
 

Figure 9. Flat panel refinement: (a) Inspect unfinished faces and show original planning of (b), (c), and (d); 
(b) Merge flat panels; (c) Delete flat panels on faces; and (d) Regenerate flat panels based on the reference line.  
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Figure 8. The alignment of the hole position in the same elevation 
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Figure 9. Flat panel refinement: (a) Inspect unfinished faces and show original planning of (b), (c), and (d); 
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2.5  Corner Panel Generation  
The developed tool automatically cuts corner panels by near flat panels and then combines two corner 

panels into an L shape corner panel, if needed, by the engineer’s defined rules. Figure 10 shows an example of 
cutting and merging corner panels. Engineers can also quickly merge, cut, and adjust the corner panel manually if 
they want to address any issue they find.  
 

 
 

Figure 10. An example of corner panel cutting and merging 
 

2.6  Formwork Accessory Planning 
Formwork accessory planning is one of the subtasks in aluminum formwork planning. It plays an 

important role in fastening and supporting aluminum formwork panels. Formwork accessories have five types 
(brace, waler, prop, pin, and pull tie). The developed tool can support manual planning of braces and walers, 
automatic planning of props, and estimation of the number of pins and pull ties.  The planning result of the 
formwork accessory is shown in Figure 11. To obtain the estimation of pins and pull ties, this tool adds all the 
number of pins and pull ties and subtracts overlapping numbers of them between flat panels. 

 
 

 
 

Figure 11. An example of Formwork Accessory Planning 
 
3. CASE STUDY 

This research took one-twelfth of the single-story building model as our evaluation model, which has 27 
walls, 4 columns, 6 beams, 4 slabs, and 7 openings, as shown in Figure 12(a). The original single-story model has 
340 walls, 20 columns, 63 floors, 71 beams, and 70 openings, resulting in a total panel area of 3,353 square meters, 
excluding the panel area on the slab. Figure 12(b) shows the relationship between the evaluation and original 
models.  
 

 
 

Figure 12. The evaluation model: (a) The 3D view; (b) The relationship with the original model 
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Table 1 shows that the proposed BIM-assisted tool saves 77.2% of the operation time of panel planning 
(flat panel planning and corner panel planning) in the evaluation model. In total planning (panel and accessory 
planning), the saving time is reduced from 77.2% to 59.2%. This is because accessory planning still requires many 
manual operations. The final panel planning result is shown in Figure 13. However, the operation time of the CAD-
based tool in the table was assumed as one-twelfth of the operation time in the original model, so this result was a 
preliminary comparison and might vary with the different complexity of test cases.  

 
Table 1: The operation time of the steps for planning in BIM-assisted and CAD-based tool 

Operation 
  Operation Time (minutes) 

Saving Time Percentage 
  BIM-assisted CAD-based 

Panel Planning   255 1120 77.2% 
Total Planning   620 1520 59.2% 

 
 

 
 

Figure 13. The final layout planning results 
 

Engineers spent a lot of time on the flat panel refinement and corner panel modification, especially in 
conducting the planning on the bottom face of the beams. Many generation issues occurred on the face because of 
its complex contacting relationship and the consideration of support flat panel, as shown in Figure 14. In addition, 
hole alignment between a flat panel on the bottom face and a flat panel on the side face should be reviewed by 
engineers, as shown in Figure 15. 
 

 
 

Figure 14. The condition of formwork layout planning on the bottom face of a beam 
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Figure 14. The condition of formwork layout planning on the bottom face of a beam 
 

 
 

Figure 15. Hole alignment between flat panels on different faces 
 
4. CONCLUSIONS 

This research develops a planning tool to support efficient formwork layout planning for beam-column 
buildings, which are commonly seen in regions with seismic hazards. The tool is implemented by Revit API. This 
tool has six modules including (1) Preparation of Layout Planning, (2) Corner Panel Initial Placement, (3) Flat 
Panel Generation, (4) Flat Panel Refinement, (5) Corner Panel Generation, and (6) Formwork Accessory Planning. 
A real case evaluation of a beam-column building shows the tool can save at least 50% of layout planning time 
than the existing CAD-based layout planning tool. In the future, the BIM-assisted tool can be further improved in 
reducing constraints of models, supporting complex connection situations in panel generation, providing more 
advanced refinement functions, considering the slab and the stair category in layout planning, and providing more 
automatic planning for the formwork accessory. 
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Abstract: Greenhouse gas (GHG) emissions from the building sector are a significant contributor to global 
warming due to embodied and operational carbon produced during the entire building design and construction 
process. While the design process has the potential to effectively reduce GHG emissions, it is crucial for architects 
to integrate methods for minimizing environmental impact at each stage. Building Information Modeling (BIM) 
and Life Cycle Assessment (LCA) are widely used tools and methods for evaluating GHG emissions in the building 
sector. However, in the early design stage, there are numerous uncertainties and a lack of information on materials 
and processes that make it difficult to evaluate and minimize environmental impact. This research aims to develop 
a BIM-based system for evaluating and minimizing GHG emissions during the early design stage of a building 
when it is still in the conceptual mass stage. The focus of the research is on office buildings. The parameters that 
can be adjusted include the shape of the building, the windows-to-wall ratio (WWR), and the number of floors. 
The system calculates the GHG emissions and adjusts the parameters until the desired total floor area is reached 
with the lowest GHG emissions possible. The proposed system was developed using Visual programing in 
Rhinoceros with Grasshopper plug-in and the Environment Product Declarations (EPDs) database. The results 
demonstrate that the BIM-based system for conceptual design can effectively assist architects in assessing GHG 
emissions during the early design stage.  
 
Keywords: Life cycle assessment, Building Information Modeling, Greenhouse gas emission, Design process, 
Design optimization, Parametric design. 
     
1. INTRODUCTION  

Climate change is one of the most serious issues we are facing today, with a negative impact on the 
environment and living creatures worldwide. The building sector is one of the main contributors to carbon 
emissions due to extensive energy and natural resource consumption during construction projects. According to 
the Intergovernmental Panel on Climate Change (IPCC) and Architecture 2030 (Grubert & Stokes-Draut, 2020; 
Lewis et al., 2018), the building sector is responsible for up to 40% of total greenhouse gas emissions worldwide. 

Life Cycle Assessment (LCA) is a valuable tool for evaluating the environmental impact of products and 
systems, including buildings. It considers the entire life cycle of a product or system, from raw material extraction 
to disposal, to identify potential environmental impacts at each stage (Finkbeiner, 2014; ISO, 2006; 
Sereewatthanawut et al., 2021). However, conducting an LCA for buildings can be challenging due to the 
significant amount of information and time required. The process involves collecting data on the quantity and 
quality of building materials, which can be difficult and time-consuming(Hollberg et al., 2021; Lasvaux et al., 
2013). The Life Cycle Inventory (LCI) and Life Cycle Impact Assessment (LCIA) phases involve analyzing the 
collected data and assessing the potential environmental impacts of building materials and the entire building 
system. 

Inaccurate material quantities can result in unreliable results, emphasizing the need for accurate data when 
performing an LCA. Thus, it may not always be practical to conduct an LCA for a building if material quantities 
are unknown(Díaz et al., 2014; Eastman et al., 2011). However, simplifying the LCA process for buildings is 
possible, such as using existing data from similar projects or relying on industry-wide averages for material 
quantities. New technologies such as Building Information Modeling (BIM) can aid in automating data collection 
and analysis, making LCA more feasible for building projects (Bernstein et al., 2020; Khosakitchalert et al., 2020). 

During the early stages of design, many unknowns related to materials, processes, and other factors can 
impact the environmental impact of a product or system. This can make it challenging to accurately assess and 
minimize the environmental impact(Budig et al., 2021; Nembrini et al., 2014; Victoria & Perera, 2018). 

To address this challenge, designers can incorporate environmental considerations into the design process 
from the outset, using a proposed system to improve a building mass for minimizing greenhouse gas (GHG) 
emissions and identifying potential environmental hotspots from designing the building mass, such as the shape 
of the building mass, the windows-to-wall ratio (WWR), and the number of floors. 

The main objective of this paper is to develop a BIM-based system for evaluating and optimizing building 
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systems, including buildings. It considers the entire life cycle of a product or system, from raw material extraction 
to disposal, to identify potential environmental impacts at each stage (Finkbeiner, 2014; ISO, 2006; 
Sereewatthanawut et al., 2021). However, conducting an LCA for buildings can be challenging due to the 
significant amount of information and time required. The process involves collecting data on the quantity and 
quality of building materials, which can be difficult and time-consuming(Hollberg et al., 2021; Lasvaux et al., 
2013). The Life Cycle Inventory (LCI) and Life Cycle Impact Assessment (LCIA) phases involve analyzing the 
collected data and assessing the potential environmental impacts of building materials and the entire building 
system. 

Inaccurate material quantities can result in unreliable results, emphasizing the need for accurate data when 
performing an LCA. Thus, it may not always be practical to conduct an LCA for a building if material quantities 
are unknown(Díaz et al., 2014; Eastman et al., 2011). However, simplifying the LCA process for buildings is 
possible, such as using existing data from similar projects or relying on industry-wide averages for material 
quantities. New technologies such as Building Information Modeling (BIM) can aid in automating data collection 
and analysis, making LCA more feasible for building projects (Bernstein et al., 2020; Khosakitchalert et al., 2020). 

During the early stages of design, many unknowns related to materials, processes, and other factors can 
impact the environmental impact of a product or system. This can make it challenging to accurately assess and 
minimize the environmental impact(Budig et al., 2021; Nembrini et al., 2014; Victoria & Perera, 2018). 

To address this challenge, designers can incorporate environmental considerations into the design process 
from the outset, using a proposed system to improve a building mass for minimizing greenhouse gas (GHG) 
emissions and identifying potential environmental hotspots from designing the building mass, such as the shape 
of the building mass, the windows-to-wall ratio (WWR), and the number of floors. 

The main objective of this paper is to develop a BIM-based system for evaluating and optimizing building 

GHG emission reductions during the early stages of the design and evaluation process. The system aims to improve 
the optimum value by using a genetic algorithm to evaluate the fitness score and achieve the specified results, 
namely maximizing gross floor area (GFA) and minimizing GHG emissions. 

 
2. PROPOSED METHODOLOGY 

The study focuses on office building types. The proposed methodology consists of four steps: 1) 
generating a building mass, 2) inputting a materials database, 3) calculating the GHG emissions from the LCA 
database, and 4) optimizing the building mass.  

 

 
 

Figure 1. The proposed methodology.  
 
2.1  Generating a Building Mass 

First, a site model of the project was created in BIM software to accurately locate the building at the 
correct geolocation, taking into account factors such as climate conditions and geography. This can help avoid 
mistakes later in the project and facilitate collaboration between architects, engineers, and contractors. Line 
boundaries, including the site boundary and set-back site boundary, were created to limit the building shape and 
determine the area for optimizing the GFA, as shown in Figure 2. 

 

 
 

Figure 2. Site boundary and setback site boundary. 
 

After importing the site model to Rhinoceros, the building mass was generated using Grasshopper, a visual 
programming (VP) plug-in. The setback site boundary was used as the base geometry for generating the building 
floor plates, which could be scaled in both X and Y directions. Another rectangle geometry was used to trim the 
floor plates, and its width, length, and rotation could be adjusted. Additionally, the floor plates were trimmed by 
the slope setback on the Z axis. Finally, the windows and exterior walls were created from the floor plates by 
extruding them, as illustrated in Figure 3. The proportion of windows and exterior walls, or the window-to-wall 
ratio (WWR), could be adjusted by the user, ranging from 0.3 or 30% to 0.5 or 50. 
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Figure 3. 3D model of the building mass in the conceptual mass stage. 
 
2.2  Inputting a Material Database 

In order to calculate the embodied carbon of the building during the early design phase when it is still a 
mass study, it was considered that the building includes foundations, piles, floors, columns, ceilings, exterior walls, 
interior walls, windows, doors, and roof slabs. Data on the GHG emissions of each material were gathered from 
the Environment Product Declarations (EPDs) database, and the information was compiled in an Excel file. Table 
1 presents the building elements, materials, material density, and GHG embodied in each material. 

 
Table 1. Building elements, materials, material density, and GHG embodied in each material. 

Building elements Materials Density (kg/m3) Green House Gases Embodied 
(kg CO₂-eq/kg) 

Foundations Concrete 2,500 400 
Piles Concrete 2,500 400 

Floors Concrete 2,500 400 
Columns Concrete 2,500 400 
Ceilings Gypsum 1,200 636 

Exterior walls Brick 900 225 
Interior walls Brick 900 225 

Windows Glass and PVC Frame 50 11,400 
Doors Medium density fiberbord 6 57.4 

Roof slabs Concrete 2,500 400 
 
2.3  Calculating the GHG Emissions from the LCA Database  

The embodied carbon impact of a building can be calculated by multiplying the mass of each material (M) 
with its specific impact factor (IF) (Hollberg & Ruth, 2016). The mass of each material is calculated by multiplying 
its volume (V) with its density (D). The embodied carbon impact of all components is then added together to obtain 
the embodied carbon impact of the entire building, as shown in Equation (1). 
 

IE = ∑ M(V x D x IF)                                    (1) 
 

where IE is the embodied carbon impact; M is the amount of specific material; and IF is the impact factor. 
 

The building elements used for calculating the embodied carbon include foundations, piles, floors, 
columns, ceilings, exterior walls, interior walls, windows, doors, and roof slabs. The volume of floors, ceilings, 
and roofs can be calculated from the floor plates of the building mass, while the volume of exterior walls and 
windows can be calculated from the sides of the building mass. To calculate the volume of columns, piles, and 
foundations, the surface of the floor plates is divided into points of 8 x 8 meters, and then the piles and foundations 
are placed on the first floor plates, and columns are placed on all floor plates. The volume of these elements can 
be extracted accordingly. The volume of the interior walls is calculated by using the typical layout of small group 
office(Neufert & Neufert, 2012) divided by the floor plate area after deducting the building core areas. The 
number of possible office rooms per floor and the area of the building’s core are then used to calculate the possible 
interior wall and door numbers according to the dimensions for Net Internal Area (NIA) floor areas defined for 
office (open plan) multiple occupation (RICS, 2018), as shown in Figure 4. 

 
 

Figure 4. (a) Example layout of a small group office and (b) dimensions for NIA of an office building.  
 

2.4  Optimizing the Building Mass 
In this study, Galapagos, a Grasshopper plugin, was used to apply genetic algorithms (GA) for optimizing 

the building mass. GA is an optimization algorithm that simulates natural selection and the survival of the fittest 
to solve optimization problems. They have been shown to be effective in finding near-optimal solutions for 
complex problems with multiple objectives(González & Fiorito, 2015). However, implementing GA requires 
knowledge of computer programming and mathematics, which can be a barrier for many professionals. Galapagos 
is a tool developed by David Rutten that integrates GA into the Grasshopper software, providing an intuitive and 
accessible way for users to explore different optimization problems without needing advanced skills. With 
Galapagos, users can set up an optimization problem by defining the design variables, objectives, and constraints, 
and then let the algorithm run to find the best solution. This tool has the potential to make optimization more 
accessible to a wider range of professionals, allowing them to solve complex problems efficiently and effectively. 

  
(1) Genomes 

Genomes in genetic algorithms are the collection of parameters that define a potential solution to an 
optimization problem. In this study, genomes were used to define the parameters that influence the generating 
building mass in the optimization process. The building mass was generated in Rhinoceros, and a limited number 
of selected variables were managed through Grasshopper using genetic algorithms. The genomes used in this study 
included the base geometry of the building floor plates, which can be scaled and varied linearly from 0.00 to 1.00 
in both the x and y directions, the height of the floor, which varied linearly from 3.5 to 4.00 meters, and the number 
of floor plates, which varied as a positive integer from 0 to 30 floors. Another genome was used to define a 
rectangle that trimmed the floor plates, which varied in width, length, and rotation on the XY plane. The final 
genome defined the proportion of the windows to walls, or WWR, which varied linearly from 30% to 50%. All of 
these genomes were used to generate the building mass that minimized greenhouse gas emissions and gross floor 
area, which were the objectives of the optimization process. 
 
(2) Fitness Function 

The fitness function in this study combines three objectives. The first objective is to maximize the GFA, 
the second objective is to minimize GHG emissions, and the third objective is to maximize the WWR within a 
range of 30% to 50%. When optimizing for multiple objectives, the challenge is to develop a fitness function that 
balances these objectives into a single value. They cannot be directly compared, as they have different units and 
scales. Therefore, it is by developing a custom script that normalizes all objectives, multiplies them by weighting 
factors, and then sums them together. 

To maximize the GFA, the maximum floor area ratio (FAR) is used as the desired GFA to calculate the 
score. If the GFA equals the maximum FAR, the score is 1. The score decreases when the GFA is less than the 
desired GFA, and if it exceeds the desired GFA, the score is 0. 

To minimize GHG emissions, the maximum possible GHG emissions are set to calculate the score. If the 
calculated GHG emissions equal 0, the score is 1. The score decreases when the GHG emissions increase, and if 



187

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

 
 

Figure 3. 3D model of the building mass in the conceptual mass stage. 
 
2.2  Inputting a Material Database 

In order to calculate the embodied carbon of the building during the early design phase when it is still a 
mass study, it was considered that the building includes foundations, piles, floors, columns, ceilings, exterior walls, 
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the embodied carbon impact of the entire building, as shown in Equation (1). 
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where IE is the embodied carbon impact; M is the amount of specific material; and IF is the impact factor. 
 

The building elements used for calculating the embodied carbon include foundations, piles, floors, 
columns, ceilings, exterior walls, interior walls, windows, doors, and roof slabs. The volume of floors, ceilings, 
and roofs can be calculated from the floor plates of the building mass, while the volume of exterior walls and 
windows can be calculated from the sides of the building mass. To calculate the volume of columns, piles, and 
foundations, the surface of the floor plates is divided into points of 8 x 8 meters, and then the piles and foundations 
are placed on the first floor plates, and columns are placed on all floor plates. The volume of these elements can 
be extracted accordingly. The volume of the interior walls is calculated by using the typical layout of small group 
office(Neufert & Neufert, 2012) divided by the floor plate area after deducting the building core areas. The 
number of possible office rooms per floor and the area of the building’s core are then used to calculate the possible 
interior wall and door numbers according to the dimensions for Net Internal Area (NIA) floor areas defined for 
office (open plan) multiple occupation (RICS, 2018), as shown in Figure 4. 

 
 

Figure 4. (a) Example layout of a small group office and (b) dimensions for NIA of an office building.  
 

2.4  Optimizing the Building Mass 
In this study, Galapagos, a Grasshopper plugin, was used to apply genetic algorithms (GA) for optimizing 

the building mass. GA is an optimization algorithm that simulates natural selection and the survival of the fittest 
to solve optimization problems. They have been shown to be effective in finding near-optimal solutions for 
complex problems with multiple objectives(González & Fiorito, 2015). However, implementing GA requires 
knowledge of computer programming and mathematics, which can be a barrier for many professionals. Galapagos 
is a tool developed by David Rutten that integrates GA into the Grasshopper software, providing an intuitive and 
accessible way for users to explore different optimization problems without needing advanced skills. With 
Galapagos, users can set up an optimization problem by defining the design variables, objectives, and constraints, 
and then let the algorithm run to find the best solution. This tool has the potential to make optimization more 
accessible to a wider range of professionals, allowing them to solve complex problems efficiently and effectively. 

  
(1) Genomes 

Genomes in genetic algorithms are the collection of parameters that define a potential solution to an 
optimization problem. In this study, genomes were used to define the parameters that influence the generating 
building mass in the optimization process. The building mass was generated in Rhinoceros, and a limited number 
of selected variables were managed through Grasshopper using genetic algorithms. The genomes used in this study 
included the base geometry of the building floor plates, which can be scaled and varied linearly from 0.00 to 1.00 
in both the x and y directions, the height of the floor, which varied linearly from 3.5 to 4.00 meters, and the number 
of floor plates, which varied as a positive integer from 0 to 30 floors. Another genome was used to define a 
rectangle that trimmed the floor plates, which varied in width, length, and rotation on the XY plane. The final 
genome defined the proportion of the windows to walls, or WWR, which varied linearly from 30% to 50%. All of 
these genomes were used to generate the building mass that minimized greenhouse gas emissions and gross floor 
area, which were the objectives of the optimization process. 
 
(2) Fitness Function 

The fitness function in this study combines three objectives. The first objective is to maximize the GFA, 
the second objective is to minimize GHG emissions, and the third objective is to maximize the WWR within a 
range of 30% to 50%. When optimizing for multiple objectives, the challenge is to develop a fitness function that 
balances these objectives into a single value. They cannot be directly compared, as they have different units and 
scales. Therefore, it is by developing a custom script that normalizes all objectives, multiplies them by weighting 
factors, and then sums them together. 

To maximize the GFA, the maximum floor area ratio (FAR) is used as the desired GFA to calculate the 
score. If the GFA equals the maximum FAR, the score is 1. The score decreases when the GFA is less than the 
desired GFA, and if it exceeds the desired GFA, the score is 0. 

To minimize GHG emissions, the maximum possible GHG emissions are set to calculate the score. If the 
calculated GHG emissions equal 0, the score is 1. The score decreases when the GHG emissions increase, and if 
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they equal the maximum possible GHG emissions, the score is 0. If the GHG emissions are negative, the score is 
0. 

To maximize the WWR, a WWR of 50% is scored 1, and a WWR of 30% is scored 0. 
The weights are multiplied by the three objectives. The GFA is weighted 3.5, the GHG emissions are 

weighted 5.5, and the WWR is weighted 1. The nodes used to calculate the scores are shown in Figure 5. 
The scores with the weights of all objectives are added together to form a score out of 10. Then, we use 2 

to the power of the score to form the exponential function, as shown in Equation (2). The top score is 210 or 1024. 
The exponential function is a good way to separate lower scores from higher scores. If the GFA equals 0, the 
fitness function equals 0 as punishment in the case where 0 GFA produces the best GHG emissions. 

 
Total of fitness score = 2 (GFA score + WWR score + GHG score)                                (2)  

 

 
 

Figure 5. Genomes and fitness function of the prototype system. 
 

(3) Galapagos Settings  
In this study, the population was set at 50 individuals per generation with an initial boost of 2 individuals. 

Fifty percent of individuals were allowed to pass to the next generation, and a maximum inbreeding factor of 25% 
was ensured to maintain reasonable variability among generations. The maximum stagnation was set to stop the 
solver if there was no improvement in the fitness function after 50 generations. These settings were defined to 
balance simulation time and the accuracy of the optimization process. 

 
3. CASE STUDIES  

To test the proposed method, two case studies were conducted. Both studies used the same site boundary, 
but the first study aimed to optimize the GHG emissions of the GFA closest to 20,000 m2, while the second study 
aimed to optimize the GHG emissions of the GFA closest to the maximum FAR. Before optimization, the building 
mass in each case was set by hand to the closest desired GFA (20,000 m2 and maximum FAR). The results of the 
optimization are presented in Tables 2 and 3, which show the building mass before and after optimization. 
Additionally, the tables present important information such as the number of floors, floor height, building footprint 
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solver if there was no improvement in the fitness function after 50 generations. These settings were defined to 
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3. CASE STUDIES  

To test the proposed method, two case studies were conducted. Both studies used the same site boundary, 
but the first study aimed to optimize the GHG emissions of the GFA closest to 20,000 m2, while the second study 
aimed to optimize the GHG emissions of the GFA closest to the maximum FAR. Before optimization, the building 
mass in each case was set by hand to the closest desired GFA (20,000 m2 and maximum FAR). The results of the 
optimization are presented in Tables 2 and 3, which show the building mass before and after optimization. 
Additionally, the tables present important information such as the number of floors, floor height, building footprint 

area, GFA, WWR, GHG emissions, fitness score, weighting total score, GFA score, WWR score, and GHG 
emission score. 

  
3.1  Optimize the GHG Emissions of the GFA Closest to 20,000 m2 

The first case study focused on optimizing GHG emissions for a building with a GFA closest to 20,000 
m2. The optimization process involved decreasing the floor height by 22.22% from 4.5 to 3.5 m, increasing the 
number of floors by 16.67% from 6 to 7, and reducing the building footprint by 6.66% from 2,610.98 m2 to 
2,437.08 m2. As a result, the GFA increased from 17,955.89 to 19,983.20 m2, while the (WWR remained 
unchanged at 0.5 or 50%. Moreover, the GHG emissions decreased from 8.15 x 106 kg CO₂-eq to 7.85 x 106 kg 
CO₂-eq, which represents an 3.68% reduction. The fitness score, weighting total score, GFA score, WWR score, 
and GHG emissions score were also improved, representing a difference of 52.65%, 13.41%, 17.06%, 0.00%, and 
16.67%, respectively. 
 

Table 2. Optimizing the GHG emissions of the GFA closest to 20,000 m2. 
Site area: 4,717.54 m2 
Maximum FAR: 47,175.40 m2 
Maximum possible GHG emissions: 12 x 106 kg CO₂-eq 
Desired GFA = 20,000 m2 
 

 
 

 

 

Optimization Before After Unit Percentage 
difference 

Number of floors 6 7 Storey 16.67% 
Floor height 4.5 3.5 m -22.22% 
Building footprint 2,610.98 2,437.08 m2 -6.66% 
GFA 17,955.89 19,983.20 m2 11.29% 
WWR 0.50 0.50 - 0.00% 
GHG emissions 8.15 7.85 x 106 kg CO₂-eq -3.68% 
Fitness score = 2(GFA+WWR+GHG score) 23.42 35.75 - 52.65% 
Weighting total score = 10 4.55 5.16 - 13.41% 
GFA score (3.5) 2.99 3.50 - 17.06% 
WWR score (1) 1.00 1.00 - 0.00% 
GHG emissions score (5.5) 0.50 0.66 - 16.67% 
Solver runtime 90 minutes 

 
3.2  Optimize the GHG Emissions of the GFA Closest to the Maximum FAR  

The second case study aimed to optimize GHG emissions for a building with a GFA closest to the 
maximum (FAR of 47,175.40 m2. The optimization process involved decreasing the floor height by 22.22% from 
4.5 to 3.5 m, while the number of floors remained the same at 15 stories. The building footprint remained 
unchanged. The optimization resulted in an increase in GFA from 44,490.84 to 44,880.35 m2, while the WWR 
remained unchanged at 0.5 or 50%. The GHG emissions were reduced from 18.19 x 106 kg CO₂-eq to 15.73 x 106 
kg CO₂-eq, representing a 13.52% reduction. The fitness score, weighting total score, GFA score, WWR score, 
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and GHG emissions score were also improved, representing a difference of 35.68%, 9.82%, 1.24%, 0.00%, and 
153.85%, respectively. 

 
Table 3. Optimizing the GHG emissions of the GFA closest to the maximum FAR. 

Site area: 4,717.54 m2 
Maximum FAR: 47,175.40 m2 
Maximum possible GHG emissions: 20 x 106 kg CO₂-eq 
Desired GFA = 47,175 m2 

 

 
 

 

 
 

Optimization Before After Unit Percentage 
difference 

Number of floors 15 15 Storey 0.00% 
Floor height 4.5 3.5 m -22.22% 
Building footprint 2,610.98 2,610.98 m2 0.00% 
GFA 44,490.84 44,880.35 m2 0.88% 
WWR 0.50 0.50 - 0.00% 
GHG emissions 18.19 15.73 x 106 kg CO₂-eq -13.52% 
Fitness score = 2(GFA+WWR+GHG score) 22.31 30.27 - 35.68% 
Weighting total score = 10 4.48 4.92 - 9.82% 
GFA score (3.5) 3.22 3.26 - 1.24% 
WWR score (1) 1.00 1.00 - 0.00% 
GHG emissions score (5.5) 0.26 0.66 - 153.85% 
Solver runtime 50 minutes 

 
5. CONCULSION 

The study developed a BIM-based system for assessing and optimizing GHG emissions in the early design 
stages of an office building. The prototype system used Grasshopper to generatea conceptual mass and calculate 
the GHG emission. The GA was used to optimize the building mass to minimize GHG emissions and maximize 
the GFA and WWR.  

The results of the two case studies demonstrate that the proposed BIM-based system, which uses a genetic 
algorithm to optimize building mass, can effectively reduce GHG emissions in buildings. In the first case study, 
the building mass was optimized for a GFA closest to 20,000 m2. The optimization resulted in a decrease in floor 
height and building footprint and an increase in the number of floors, which increased the GFA. The WWR 
remained constant. The optimization reduced GHG emissions by 3.68%. In the second case study, the building 
mass was optimized for a GFA closest to the maximum FAR of 47,175.40 m2. The optimization resulted in a 
decrease in floor height, but the number of floors and building footprint remained constant. The GFA increased 
and the WWR remained constant. The optimization reduced GHG emissions by 13.52%. In both cases, the 
optimization resulted in significant improvements in the fitness score, weighting total score, and GHG emissions 
score, indicating that the optimization method was effective in reducing GHG emissions while increasing building 
size. 
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and GHG emissions score were also improved, representing a difference of 35.68%, 9.82%, 1.24%, 0.00%, and 
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difference 
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GFA score (3.5) 3.22 3.26 - 1.24% 
WWR score (1) 1.00 1.00 - 0.00% 
GHG emissions score (5.5) 0.26 0.66 - 153.85% 
Solver runtime 50 minutes 

 
5. CONCULSION 

The study developed a BIM-based system for assessing and optimizing GHG emissions in the early design 
stages of an office building. The prototype system used Grasshopper to generatea conceptual mass and calculate 
the GHG emission. The GA was used to optimize the building mass to minimize GHG emissions and maximize 
the GFA and WWR.  

The results of the two case studies demonstrate that the proposed BIM-based system, which uses a genetic 
algorithm to optimize building mass, can effectively reduce GHG emissions in buildings. In the first case study, 
the building mass was optimized for a GFA closest to 20,000 m2. The optimization resulted in a decrease in floor 
height and building footprint and an increase in the number of floors, which increased the GFA. The WWR 
remained constant. The optimization reduced GHG emissions by 3.68%. In the second case study, the building 
mass was optimized for a GFA closest to the maximum FAR of 47,175.40 m2. The optimization resulted in a 
decrease in floor height, but the number of floors and building footprint remained constant. The GFA increased 
and the WWR remained constant. The optimization reduced GHG emissions by 13.52%. In both cases, the 
optimization resulted in significant improvements in the fitness score, weighting total score, and GHG emissions 
score, indicating that the optimization method was effective in reducing GHG emissions while increasing building 
size. 

Overall, this study provides a valuable tool for architects to assess and optimize GHG emissions in the 
early design stages of their building projects. This study makes a significant contribution to the field of sustainable 
building design and underscores the importance of considering GHG emissions in the early design stages. 
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Abstract: In this study, various types of defects occurring on bridges were expressed as object elements to create 
a Building Information Modeling (BIM)-based bridge-defect model, and a methodology was proposed to digitally 
assess the condition grade of the bridge affected by defects by generating Construction Operations Building 
information exchange (COBie) files to a database. The presented method determined the level of development of 
the bridge superstructure member, classified the 10 representative types of defect, and defined its properties that 
mainly occur in bridge superstructure to create the bridge-defect model. Then, bridge members and defect 
information were parameterized based on bridge alignment, and a method for modeling based on parameters using 
Revit Dynamo was suggested. COBie data was derived and extracted from the bridge-defect model through the 
Add-in program of the BIM authoring tool and managed through the Structured Query Language (SQL) program 
to evaluate the condition rating of the bridge. Most of the condition assessment process was automated by making 
it easy to reference and use the information required at each stage of the condition assessment. The developed 
methodology was validated through testing based on inspection data of actual bridges, and its practicality and 
efficiency were verified. This study can be expanded to the entire bridge and has yielded much more accurate 
results than existing methods. Information on each type of defect can be individually managed and flexibly utilized 
in other maintenance activities. 
 
Keywords:  BIM, COBie, Defect element, Bridge-defect model, Bridge superstructure, Condition assessment 
 
1. INTRODUCTION 

As the number of aging bridges is rapidly increasing worldwide, more efficient and advanced management 
technologies are required in the future compared to the existing management methods. In Korea, most bridge 
inspections are based on visual inspections, recording defects on 2D drawings and reports to manage the defects 
and determine bridge condition grades. While a considerable amount of inspection data is accumulated for each 
bridge, and various survey information from different sources is provided in database format, most management 
systems are highly inefficient because each piece of information is discrete, and difficult to reuse data for purposes 
beyond their predetermined objectives. Therefore, the defect information must be managed digitally to support 
systematic and efficient decision-making and perform in-depth analysis. 

Utilizing Building Information Modeling (BIM), a representative technology in the construction industry 
for digitizing and managing project or structure information, can further advance and enhance the technology for 
maintaining aging bridges more efficiently. Damage management using BIM models facilitates cost savings and 
automates maintenance planning through clear visualization, data management, and evaluation. However, there 
are some challenges to overcome to utilize BIM technology in bridge maintenance due to problems with 
standardization in BIM-based management, workers' proficiency, and difficulties in the digital transformation of 
document-oriented data (Honghong et al., 2023). 

Therefore, this study proposed a method to digitalize defects occurring in bridges as defect object elements, 
integrate them with the bridge model, and interconnect and utilize the information necessary for maintenance work. 
An integrated model was created, which was converted to Construction Operations Building information exchange 
(COBie) data, allowing for hierarchically structured transmission to manage maintenance information contained 
in the BIM model in a standardized manner. Finally, the study verified the practicality and usefulness of the 
approach by conducting a condition assessment based on damages on actual bridges. 
 
2. LITERATURE REVIEW 

Various attempts have been made to visually express, standardize, and manage the expression of damage 
occurring in structures using BIM technology for bridge maintenance. (Anil et al., 2016; Artus & Koch, 2020; 
Hamdan & Scherer, 2019; Hüthwohl et al., 2018; Isailović et al., 2020). Ways to express damage, including 
location, amount, and severity, as a cube-type object using BIM software are presented (McGuire et al., 2016). A 
bridge management framework that integrates BIM technology and advanced computing and imaging technology 
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Therefore, this study proposed a method to digitalize defects occurring in bridges as defect object elements, 
integrate them with the bridge model, and interconnect and utilize the information necessary for maintenance work. 
An integrated model was created, which was converted to Construction Operations Building information exchange 
(COBie) data, allowing for hierarchically structured transmission to manage maintenance information contained 
in the BIM model in a standardized manner. Finally, the study verified the practicality and usefulness of the 
approach by conducting a condition assessment based on damages on actual bridges. 
 
2. LITERATURE REVIEW 

Various attempts have been made to visually express, standardize, and manage the expression of damage 
occurring in structures using BIM technology for bridge maintenance. (Anil et al., 2016; Artus & Koch, 2020; 
Hamdan & Scherer, 2019; Hüthwohl et al., 2018; Isailović et al., 2020). Ways to express damage, including 
location, amount, and severity, as a cube-type object using BIM software are presented (McGuire et al., 2016). A 
bridge management framework that integrates BIM technology and advanced computing and imaging technology 

is proposed (Chan et al., 2016). The development of a next-generation integrated bridge inspection system, 
Seebridge, with bridge defect identification, classification, modeling, and visualization functions, was also carried 
out (Sacks et al., 2018). A bridge information modeling implementation framework that can allocate damage 
information to individual model elements and enable life-cycle bridge data management is proposed (Xu & Turkan, 
2019). 

The main focus of these existing studies is to propose new frameworks using BIM technology for bridge 
maintenance or to manage bridge damage by applying advanced technologies such as cutting-edge computing. On 
the other hand, there has been a lack of research on efficiently converting accumulated raw data from regular field 
inspections into standardized digital data, integrating it into a bridge model based on BIM, linking them with 
COBie, and using this information to support condition assessment. From a bridge maintenance perspective, 
damage data recorded in regular inspection reports should be reusable for engineering judgment in mid- to long-
term bridge management and various maintenance tasks. Therefore, research on technologies that efficiently 
convert related data into BIM-based information and standardize information utilization methods for operational 
management is vital. 

The most significant advantages and strengths of using COBie data derived from the proposed bridge 
damage model in this study for managing damage information are as follows:  
1. It is easy to digitally model various defects expressed on the exterior damage map.  
2. It efficiently utilizes raw data; such as defect quantity tables in spreadsheet format linked with COBie files. 
3. Any modified, supplemented, deleted, or updated information in the bridge damage model or COBie files can 
be synchronized in real-time on the model and file.  
4. It allows for easy database conversion of data supporting maintenance tasks and easy selection and utilization 
of only the necessary information for decision-making activities such as calculation, judgment, and evaluation 
through queries. 
 
3. METHODOLOGY 

The flowchart for managing bridge defects using BIM in this study is shown in Figure 1. The colors are 
expressed differently in each stage in the figure, and the corresponding color will be used to distinguish each step 
in the upcoming explanation. Each stage is described step by step in Chapter 4. In Step 1, to minimize memory 
usage when managing a bridge and defect models, which is necessary for maintenance tasks that require managing 
a significant number of facilities simultaneously, the scope of the representation that should be expressed to create 
an optimized maintenance model was defined, and family files were created for each object. Step 2 involves 
extracting basic information and parameters from the drawings required for model construction. Parameters were 
extracted from inspection data consisting of images and tables, and the properties of bridge components and defects 
were organized by objects in a spreadsheet. In Step 3, a model integrating the bridge and defects was created by 
conducting necessary modeling based on parameters using Revit Dynamo according to the defined model of bridge 
members and damage. Step 4 is the phase of damage information management and condition assessment using 
COBie data. COBie data was exported using the Add-in program of the BIM authoring tool, and structured query 
language (SQL) programs were used to manage COBie data. The procedure for the bridge condition assessment 
was programmed, and necessary information was extracted to automate most of the computational and judgment 
processes. The results of the condition grading evaluations for each type of damage and bridge member are 
managed in a spreadsheet composed of COBie data. Information is shared and obtained through an information 
linkage system based on identification codes within the bridge damage model. Furthermore, whenever information 
is added or updated in the integrated model or COBie file, it is simultaneously reflected on both sides. 
 

 
 

Figure 1. Flowchart of BIM-COBie defect information management 
 
4. DIGITAL INFORMATION MODEL FOR CONDITION ASSESSMENT 
4.1  Element Models of Defects and Bridge 

For digital informatization of various defects, this study analyzed domestic and international bridge 
inspection manuals (AASHTO, 2003; Austroads, 2018; Caltrans, 2017; FHWA, 2012; IOWADOT, 2014; KISTEC, 
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2019; MnDOT, 2019; MTO, 2008; QGOV, 2016) and inspection reports to classify the types of defects and 
determine the significant attributes. It is necessary to classify and manage major defects that significantly impact 
the bridge's condition rather than deal with all types of defects to digitalize defect objects based on BIM and 
efficiently manage their information. The individual properties and the properties to be dealt with in general to 
quantitatively evaluate the bridge's condition by the type of damage that occurs in each part of the bridge are 
defined (Lee, 2022). In this study, nine defects frequently occurring in the bridge's superstructure were derived as 
representative defect items (crack, crazing, spalling, delamination, segregation, efflorescence, rebar exposure, 
failure, and a water leak). Lastly, 'other defect' was added to contain other damage. A total of 10 types of defects 
were classified and digitalized, as shown in Table 1. The defect element is in the form of a small cube, and on each 
face, the defect is symbolized and objectified to be easily distinguished. Damage has representative attributes that 
can express its characteristics, status, and level, and those attributes are used as properties for object models for 
each defect element. Defect elements were generated as family files in the form of individual objects to be used as 
primary data for bridge condition assessment by reflecting the characteristics and numerical values of defects 
collected during a bridge inspection. 
 

Table 1. Shape and properties of damage models by type 
Type and Shape Required properties General properties  

 

Crack width 

Defect type, Detailed damage type, 
Bridge defect ID, Grade of the 
damage, Latest inspection date, 
Repair status, Specifications 

Crack length 
Cracking ratio 

 

Damage length 
Damage width 
Damage area 
Damage rate 

 

Exposure length 
Exposure width 
Exposure rate 

 

Failure length 
Rate of failure(%) 

 

- 

 

Damage rate (%) 

 
All defects to the bridge were investigated and analyzed to determine the scope of expression for each 

bridge member model that can be used in maintenance work. The elements each bridge member should represent 
were determined based on the importance of the defects considered in the condition assessment (Lee, 2022). The 
Level of Development (LOD) for each component was then set. Considering the condition assessment procedure, 
which involves determining the grade of individual members by dividing them into minimum units by span or 
point, the elements that should be represented according to the minimum unit for each component were included 
in the bridge component family files. Bridge member models ranging from LOD 200 to LOD 300 were created 
for the actual bridges to be applied in this study. 

An identification code based on a standard classification code was used to manage information by linking 
the bridge and the defect model. The defined bridge object identification code is a code that can identify the 
location of damage by unit member based on the structural hierarchical division system of the bridge system (Kim, 
2010). The sequence numbers are assigned in sequential order, from the starting point to the endpoint, left to right, 
to distinguish elements of the same type with multiple units. The identification code of the defect object consists 
of abbreviations that express information about the damage number and the type of defect (Lee et al., 2023). A 
unique identification code was input as property for each bridge and defect element model, enabling object-
oriented information management by linking digital damage-related information to bridge members. The process 
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of creating the bridge member and defect element models and the framework for assigning identification codes to 
each object of the damage and bridge member models is shown in Figure 2. 
 

 
 

Figure 2. Process of standardizing the expression range of the bridge and defect element models 
 
4.2  Parameter Extraction for the Bridge-Defect Model Creation 

Properties and arrangement information of bridge members and defects must be organized in a specific 
format for each object to build a bridge-defect model using parameters. Standard drawing, defect quality table, 
and exterior damage map were used to obtain the information necessary to build the model. Since the location of 
various defects is integrally expressed in the drawing in symbol forms in the exterior damage map, obtaining 
individual damage locations is required. Therefore, to derive three-dimensional coordinates from the two-
dimensional image, coordinates of the reference point of the bridge member's corners and the defect points 
indicated in the damage symbols were derived from the exterior damage map. The previously developed Python 
code (Kim, 2020) with the function of sequentially recording coordinates of selected points in the image was 
improved and utilized. These coordinates can be easily converted into three-dimensional linear coordinates on the 
BIM bridge model through the following equation (1) - (3) (Lee et al., 2023). 
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Here, d.p represents the coordinates of each defect, s.p represents the starting point among the reference 
coordinates, and e.p represents the end point among the reference coordinates. Using the 2D coordinates (X2D, 
Y2D) of the extracted defect objects from the image, we can obtain the damage's 3D linear coordinates 
(Xparam3D_d.p, Y3D_d.p, Z3D_d.p). When the linear coordinate-based arrangement concept is schematized, the Z-axis 
faces downward according to the direction of the X-axis centerline type of Revit used in this study. The three-
dimensional linear location and attribute information for each defect object can be used to create the defect model 
collectively. Finally, the information extracted from the three data types was organized in a spreadsheet. 
 
4.3  Bridge and Defect Integrated Information Model 

The bridge-defect model was created by collectively placing defect objects with properties necessary for 
the damage assessment in the bridge superstructure model generated through the BIM authoring tools. The bridge 
model was created by placing bridge member objects based on the central alignment using data extracted from 
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standard drawings as parameters. For the placement of damage elements on the bridge model, the center of the 
occurrence location on the corresponding member of the bridge model was calculated, the placement reference 
point was matched using Revit Dynamo, and the properties were input. Figure 3 shows some key content of the 
Dynamo code developed to create a bridge-defect model automatically. 
 

 
 

Figure 3. Key contents of developed Dynamo codes 
 
4.4  Assessing Condition of a Bridge Using COBie 

Identification codes and naming principles of COBie parameters based on the standard classification 
system must be established to hierarchically manage the components of each member of the bridge-defect model 
and condition assessment information for each bridge part. Through the BIM Interoperability Tool function, a 
property that allows for the input of COBie parameters for each model object was added, identification information 
for the bridge components and defect object elements was input into the added property, and COBie data was 
extracted. Among the output COBie data, the information stored in the Component sheet and Attribute sheet 
represents standardized digital data of bridge damage generated from the BIM model, which can be used to support 
engineering judgments, evaluations, and decision-making. The information in each COBie file sheet can be 
interdependent and managed object-oriented. Based on the individually sorted property data, a condition 
assessment of the bridge was performed according to the bridge maintenance guidelines. The guidelines provide 
rating criteria for each bridge member and defect type to determine each component's defect grade at each span or 
point. The minimum grade of defect grade at each span or point is determined as the final grade, and the final 
grade for each member is determined by the minimum grade at all spans or points. The member grades for all 
structural types are converted into defect indices, and the average for each member is calculated, taking into 
account the weight of each component, to obtain a weighted average. The resulting value is then used to calculate 
the final grade according to the corresponding defect degree score range. Table 2 shows the criteria for the grade 
based on the defect score range and the defect index. 
 

Table 2. Defect index by grade and grade based on defect degree score range 
Grade Defect index Defect degree score range 

A 0.10 0 ≤ X < 0.13 
B 0.20 0.13 ≤ X < 0.26 
C 0.40 0.26 ≤ X < 0.49 
D 0.70 0.49 ≤ X < 0.79 
E 1.00 0.79 ≤ X 

 
The assessment results were linked to the model via external identifiers in the COBie data. In order to 

reconstruct the necessary data from the COBie file to support maintenance tasks such as condition assessment, the 
necessary damage element information and bridge element in the COBie file should be collected using a database 
management program that uses SQL as a standard. Information such as the maximum width of damage or the area 
ratio by type of defect required for condition grading can be automatically calculated and stored through SQL 
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The assessment results were linked to the model via external identifiers in the COBie data. In order to 

reconstruct the necessary data from the COBie file to support maintenance tasks such as condition assessment, the 
necessary damage element information and bridge element in the COBie file should be collected using a database 
management program that uses SQL as a standard. Information such as the maximum width of damage or the area 
ratio by type of defect required for condition grading can be automatically calculated and stored through SQL 

queries using data from the defect element table, and the condition assessment of the bridge by part can be 
automated through appropriate programming techniques. Finally, Revit Dynamo was used to add the functionality 
of immediately reflecting changes in some data in the table to the BIM model. The key contents can be seen in 
Figure 3. These functions facilitate user-side decision-making of maintenance tasks and enable history 
management of damage and reflection of the latest model updates after maintenance. 
 
5. CASE STUDY AND VALIDATION 

BIM modeling and assessing conditions of defects were performed based on the safety inspection reports, 
exterior damage maps, and defect quantity tables to verify the effectiveness of the research results presented in 
Chapter 4. Two actual bridges were selected for verification: one was a concrete deck with a high incidence of 
damage to show the results by type of defect, and the other was the superstructure of a PSC I-girder bridge to show 
the results by bridge component. 
 
5.1  Condition Assessment of the Concrete Deck 

The bridge covered in the verification was a seven-span steel box girder bridge with a total length of 330m 
constructed in 1999. The condition assessment of the bridge was conducted on the concrete deck plate, focusing 
on four of the seven spans that had significant damage. The 384 damage records that occurred on the targeted floor 
panels were digitalized using defect elements. The research methodology was tested to determine if the condition 
assessment of the concrete deck could be performed using the built bridge maintenance BIM model. The accuracy 
of evaluation for each defect type was confirmed to be automated. The necessary values in the database could be 
calculated in conjunction with the developed programming code and the condition assessment process. The 
accuracy of the judgment process that determined the component condition grade based on the lowest rating among 
the evaluation results for each type of defect was also verified. Figure 4 shows the deck of the bridge-defect BIM 
model containing defects created through the research methodology and the condition assessment results. Defect 
elements were accurately placed in the model of each deck plate component by the coordinate transformation 
equations (1) - (3) and the developed Dynamo code by type of damage. Additionally, information necessary for 
the bridge's condition assessment and COBie parameters were well managed as properties for each defect element. 
By confirming that the condition assessment results are consistent with the safety inspection report results, the 
practicality and usefulness of the proposed method of creating a bridge maintenance model containing defects and 
linking it to COBie data to assess condition were validated through practical application. 
 

 
 

Figure 4. Results of the condition assessment of the concrete bridge deck model containing defect elements 
 
5.2  Condition Assessment of the Superstructure of PSC I-girder Bridge 

The second bridge selected to verify the effectiveness of the presented methodology is a four-span PSC I-
girder bridge with a total length of 120 m built in 1994. 229 damage recorded in the inspection data and 128 bridge 
members constituting the bridge superstructure were implemented as BIM-based models by applying the method 
presented in Chapter 4. Based on the COBie data generated for each bridge member from the bridge-defect BIM 
model, the condition assessment results of the bridge were derived by automatically calculating the condition grade 
of the bridge through Dynamo and SQL programs. It was confirmed that all aspects were consistent by comparing 
the results with the safety inspection report of the verification bridge. The validity and effectiveness of the 
proposed methodology could be verified by reflecting the results directly in the BIM model and implementing the 
visualization of ratings according to the judgment grades of bridge members. Figure 5 shows the appearance of 
the bridge-defect model implemented as an integrated model, examples of the defect objects and properties 
managed in the model, and the condition assessment results. 
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Figure 5. Overview of BIM-based bridge damage condition assessment model and the results 
 
6. DISCUSSION AND CONCLUSIONS 

This study proposed a method to generate a bridge-defect model using a developed Dynamo code by 
creating family models for each bridge component at the minimum level of detail that can contain maintenance 
information, classifying and objectifying defects into ten representative types according to the frequency of 
damage occurrence, defining and digitalizing defect properties in a standardized way. This study suggested 
parameterizing defect and bridge object information needed for the model formation and presenting a method to 
interlink the information of defect elements existing in the bridge components using identification codes. 
Additionally, this study developed a methodology to automatically perform condition assessment grading based 
on damage using COBie data and SQL program utilizing the constructed bridge-defect model. 

To verify the core technology proposed in this study, the detailed process according to the condition 
assessment procedure was programmed for a concrete deck and the superstructure of a PSC I-girder bridge. The 
condition assessment results were compared with those recorded in the inspection report, thus verifying the 
effectiveness and efficiency of the proposed methodology, technology, and the accuracy of the developed tools. 
The digital transformation technologies presented in this study could be applied to various maintenance tasks for 
bridges when combined with history management, decision-making, and other interface technologies tailored to 
specific purposes. 
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Abstract: Building Information Modelling (BIM) is a part of the development of systems in the architecture, 
engineering, and construction (AEC) industry. It is acknowledged that the National University of Singapore (NUS) 
and Chulalongkorn University (CU) are the first educational institutions in the region to have led BIM since the 
2010s. Nonetheless, Singapore is more substantially progressive than Thailand. Consequently, differences in level 
of implementation, standardization, and integration arise. For this reason, this research aims to study the BIM 
implementation on both Singapore and Thailand campuses. The objectives are to collect and compare the current 
BIM implementation and campus physical development plan by analyzing documents and interviewing those 
involved in this area. 

As a result, this study found that Singapore possesses the BIM Roadmap, set up by the government, which 
has a standard and also integrates both professional and academic stakeholders. Hence, NUS built its own BIM 
standards. There is a prototype building for BIM operations, providing benefits for both learning and research. 
Whereas in Thailand, CU implements BIM into the campus physical development plan by gathering building data 
and utilizing it to manage some buildings on campus. In the case of a more complete level of implementation, it is 
still an incomplete process, unstandardized, and lacking the responsible organization for BIM implementation. 
However, the process of making the full system for BIM implementation part of the campus physical development 
plan will require modifications and developments in terms of academics, research and development, and 
responsible organization for the more complete implementation of BIM. 
 
Keywords:  BIM, BIM implementation, Campus physical development plan 
 
1. INTRODUCTION 

BIM also includes many of the capabilities needed to model the life cycle of a building, providing the 
basis for new design possibilities, changing roles, and relationships among project teams. Proper implementation 
of BIM facilitates a more integrated design and construction process, resulting in higher-quality buildings at lower 
costs and shorter project durations. (Eastman et al., 2011) That is a set of technologies and solutions that enable 
the 3D representation of geometric and functional attributes of building elements. Its objective is to improve the 
collaboration of different stakeholders and enhance productivity in the architecture, engineering, and construction 
(AEC) industry. (Jiang et al., 2022) Despite significant technical advancements in BIM, industry stakeholders have 
not completely embraced it or taken advantage of its undeniable advantages. AEC companies must make 
substantial investments in software, hardware, training, and other necessities for BIM adoption to be successful. 
(Ghaffarianhoseini et al., 2017) That depends on ongoing support from the many academic sectors, particularly 
the government, the main stakeholder. (Mustaffa et al., 2017) The awareness and experience of those involved in 
construction are expected to make BIM deployment easier. To aid in the decision-making process, more 
trustworthy information and statistics must be provided. (Rahim et al., 2021) Decision-makers can use the 
identified cluster of factors to perform various analyses of the BIM adoption process and to develop adoption 
strategies by providing information and observations within organizations. (Faisal Shehzad et al., 2022) 

Since international governmental institutions have required and/or recommended that all public works be 
certified in the BIM methodology, public and private institutions and universities have developed ways to integrate 
BIM into their production and educational processes. (Besné et al., 2021) The physical campus is a space of special 
significance. It has affected the quality of students' lives, and it can reflect the academic atmosphere and scientific 
research level of universities and directly or indirectly affect the quality of education and teaching. (Zhao, 2022) 
The traits of a smart campus or digital campus include a personalized, collaborative, network-based, and intelligent 
Internet of Things. Early campus modelling using BIM and VR, followed by later building model display using 
VR and AR, is the ideal fusion of education, scientific research, management, and campus life. (Wu et al., 2021) 
The competitive advantage can be achieved with collaborative project delivery and productive information 
modelling. BIM is the use of a shared digital indicator of built environment data. (Grilo and Jardim-Goncalves 
2010) 
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(Ghaffarianhoseini et al., 2017) That depends on ongoing support from the many academic sectors, particularly 
the government, the main stakeholder. (Mustaffa et al., 2017) The awareness and experience of those involved in 
construction are expected to make BIM deployment easier. To aid in the decision-making process, more 
trustworthy information and statistics must be provided. (Rahim et al., 2021) Decision-makers can use the 
identified cluster of factors to perform various analyses of the BIM adoption process and to develop adoption 
strategies by providing information and observations within organizations. (Faisal Shehzad et al., 2022) 

Since international governmental institutions have required and/or recommended that all public works be 
certified in the BIM methodology, public and private institutions and universities have developed ways to integrate 
BIM into their production and educational processes. (Besné et al., 2021) The physical campus is a space of special 
significance. It has affected the quality of students' lives, and it can reflect the academic atmosphere and scientific 
research level of universities and directly or indirectly affect the quality of education and teaching. (Zhao, 2022) 
The traits of a smart campus or digital campus include a personalized, collaborative, network-based, and intelligent 
Internet of Things. Early campus modelling using BIM and VR, followed by later building model display using 
VR and AR, is the ideal fusion of education, scientific research, management, and campus life. (Wu et al., 2021) 
The competitive advantage can be achieved with collaborative project delivery and productive information 
modelling. BIM is the use of a shared digital indicator of built environment data. (Grilo and Jardim-Goncalves 
2010) 

Universities are attempting to implement BIM into their curricula, whether for architecture, civil 
engineering, or building degrees, but they are doing so without the backing of a common strategy or standards. 
(Adamu et al., 2016) Such standards would help institutions make the leap to BIM by giving them guidelines to 
follow, which would accelerate the process, and by providing good practices. (Besné et al., 2021) Like the National 
University of Singapore (NUS), one of the BIM R&D Steering Committee members sets the Singapore BIM 
roadmap, concentrating on strategies, practices, and technologies operating towards overall construction 
productivity improvement and supporting local industry’s BIM adoption attempts. (BCA, 2013a) NUS builds its 
own BIM standards. There is a prototype building for BIM operations, providing benefits for both learning and 
research. Whereas in Thailand, Chulalongkorn University (CU) implements BIM into the campus physical 
development plan by gathering building data and utilizing it to manage some buildings on campus. 

This study is based on a review of NUS and CU as well as policy initiatives towards BIM adoption, while 
at the same time highlighting the level of implementation and adoption in the Singapore BIM Roadmap. This paper 
also highlights the relevant initiatives required to ensure the success of BIM implementation in the campus physical 
development plan. 
 
2. BACKGROUND OF BIM IMPLEMENTATION 
2.1.1 BIM Implementation in Singapore 

Singapore is Asia's most notable pioneer in BIM implementation and has strict governmental BIM 
mandates (Zaia et al., 2023). That implemented and led a multiagency effort in 2008 to allow the world’s first 
Building Information Modelling (BIM) electronic submission (e-submission) by the Building and Construction 
Authority (BCA) via the Construction Real Estate Network (CORENET). (Das et al., 2011) In 2009, Singapore's 
government created a BIM Roadmap Industry to aid in the adoption and implementation of BIM. (Fatt, 2011) BCA 
implemented the BIM Roadmap in 2010 with the aim that 80% of the construction industry will use BIM in 2015 
and to improve the construction industry’s productivity by up to 25% by 2025. (Das et al., 2011) aim to green 80% 
of our buildings’ gross floor area by 2030 and provide platforms for the research and development of innovative 
green building solutions. (BCA, 2023) National BIM e-submission guidelines regulate and standardize the overall 
BIM adoption in the industry in Singapore. (Cheng and Lu, 2015) The BIM Guide aims to outline the various 
possible deliverables, processes, personnel, and professionals involved when BIM is being used in a construction 
project. to clarify the roles and responsibilities of project members, which are then captured in a BIM execution 
plan to be agreed upon between the employer and project members. (BCA, 2013b) Integrated Digital Delivery 
(IDD) is a whole-lifecycle project delivery approach introduced by BCA in 2017 that aims to digitally integrate 
the stakeholders and work activities involved in the value chain using digital technology. (Hwang et al., 2020). 
 

Table.1 BIM implementation journey in Singapore 

BIM goals/roadmap BIM mandates 
Regulator 

Standards/guidelines 
release and updates 

Educator 
Training/courses 

Funding agency BIM 
funds 

Researcher R&D 
programs 

(2010–2015)      
1st BIM roadmap:  
1) Public sector taking 
the lead;  
2) Regulatory 
approvals;  
3) Removing 
impediments;  
4) Building BIM 
capabilities and 
capacity;  
5) Incentivizing BIM 
adopters 
 
 
(2016–2020) 
2nd BIM roadmap:  
1) Drive BIM 
collaboration 
throughout virtual 
design and 
construction (VDC);  
2) BIM for design for 
manufacturing and 
assembly;  
3) New training 
programs;  
4) BIM for facility 
management and 
smart city;  
5) R&D 

 
 
 
 
 
(2012)  
BIM was mandatory 
as part of public sector 
building project 
procurement, 
(2013) 
Mandatory 
architecture BIM e-
submission for all new 
building projects > 
20,000 m2, 
(2014) 
Mandatory 
engineering BIM e-
submission for all new 
building projects > 
20,000 m2, 
(2015) 
Mandatory 
architecture and 
engineering BIM e-
submission for all new 
building projects > 
5000 m2 

(2010-2011)          E-
submission guidelines, 
templates 
 
(2012-2013) 
Singapore BIM guide 
 
(2013-2015) 
BIM Particular 
Conditions, 
Standard for 3D 
Topographic Surveying, 
BIM Essential Guides 
 
(2016) 
Code of Practice for 
Building Information 
Modeling (BIM) e-
Submission, BIM for 
DfMA (Design for 
Manufacturing and 
Assembly) Essential 
Guide 
 
(2017) 
Singapore VDC Guide 
 
(2018) 
BIM Guide for Asset 
Information Delivery 

 
(Since 2011) Hosted 
by BCA Academy:  
1) Training;  
2) Handholding;  
3) Outreach 
programs;  
4) Certificate 
course;  
5) Specialist 
diploma 
 
 
 
 
 
(Since 2016)  
new training 
programs at all 
levels 

(2010-2018) 
BIM Fund: 
Construction 
Productivity and 
Capability Fund 
(CPCF) 
 
 
 
 
 
 
 
 
 
 
 
 
 

The BIM Centre 
(Center of 
Excellence): 
1) National University 
of Singapore (NUS) 
focus on the Life 
Cycle Approach; 
2) Nanyang 
Technological 
University (NTU) 
focus on the pre-
casting 
 
 
 
 
(Since 2016) 
R&D as one of the 
five strategies 
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2.1.2 BIM Implementation in Thailand 
In 2015, the Association of Siamese Architects under Royal Patronage (ASA) and the Institute of Siamese 

Architects created the Thailand BIM Guideline. (ASA, 2015) The Architect Council of Thailand (ACT), Council 
of Engineers (COE), and Engineering Institute of Thailand under H.M. the King's Patronage (EIT) created the 
BIM Guide in 2017. (ACT et al., 2017) According to the cooperation policy between the Federation of Thai 
Industries (FTI), the Thai BIM Association (TBIM), and the Siam Cement Public Company Limited (SCG), the 
Thailand BIM Object for Construction Material Guideline was created in 2022. (FTI et al., 2022)     
 

Table.2 BIM implementation journey in Thailand 

BIM goals/roadmap BIM mandates 
Regulator 

Standards/guidelines 
release and updates 

Educator 
Training/courses 

Funding agency BIM 
funds 

Researcher R&D 
programs 

Not yet Some projects will 
appear in the Terms of 
Reference (TOR). 

(2015)           
Thailand BIM Guideline 
 
(2017) 
BIM guide 
 
(2022) 
Thailand BIM Object for 
Construction Material 
Guideline 

Academy:  
1) Training;  
2) Short Course 
3) Certificate 
course;  
4) Course levels in 
university   
 
 
 

From Independent 
entity and Education 
agency 
 
 
 
 
 
 
 

From Independent 
entity and Education 
agency 

 
2.2.1 Campus Physical Development Plan in National University of Singapore (NUS) 

To build up Singapore's BIM R&D capability, Center of Excellence (COEs) have been set up, one at the 
National University of Singapore (NUS). At the NUS BIM Centre, a BIM Integration Roadmap has been 
developed to augment the BIM capability of the Singapore Construction Industry for the up-and-coming areas 
related to BIM. A series of BIM research projects to develop and implement best practices focused on the Life 
Cycle Approach aims to transform BIM value, enhance BIM technology, and differentiate BIM education, research, 
and practice locally and globally. (Teo Ai Lin, 2014) The NUS Centre for 5G Digital Building Technology 
(5GDBT), hosted by the Department of the Built Environment, aims to increase productivity by using digital 
building technology innovation and practice to transform the way people design, deliver, and manage the built 
environment. (NUS, 2023a) Sustainability and climate action have gained impetus nationally with the launch of 
the inter-ministerial Singapore Green Plan 2030 and the NUS-developed Campus with three main goals: carbon 
neutrality at NUS 2030, a cool NUS Living Lab, and zero waste at NUS 2030. They do at University Campus 
Infrastructure (UCI) and will continue to integrate various goals and develop infrastructure to shape sustainable 
behaviors. (NUS, 2023b) The structure of the organization has been adjusted according to Table 3. 
 

Table.3 Campus physical development organization of NUS, Singapore  
NUS - University Campus Infrastructure (UCI) Organizational Structure of UCI and Related offices 

2015 2016 2019 2020 2023 
Senior Vice-President (Campus Infrastructure)      
Vice-President (Campus Infrastructure)      
Senior Director (Campus Operation & Maintenance)      
Assoc Vice-President (Campus Operation & Maintenance)      
Assoc Vice-President (Campus Life)      
Office of University Campus Infrastructure (Shared Services)      
U1 - Administrative Services Unit (ASU)      
U2 - Campus Planning & Management Unit (CPMU)      
U3 - Digital Transformation Unit (DTU)      
U4 - Sustainability Strategy Unit (SSU)       
D1 - Division of Campus Asset Management (DCAM)      
D2 - Division of Campus Emergency and Security (DCES)      
D3 - Division of Campus Life (DCL)      
Office of Environmental Sustainability (OES)     U4 
Office of Estate Development (OED)     D1 
Special Projects e.g., Utown, Yale-NUS, Transport System      
Office of Facilities Management (OFM)     D1 
Office of Campus Amenities (OCA)     D3 
Office of Safety, Health & Environment (OSHE)      
Office of Campus Security (OCS)     D2 
Office of Housing Services (OHS)     D3 
Conference & Events Management Unit (CEU)     D3 
Sports & UTown Management Unit (SUU)     D3 
Head  Office  Division  Related offices 
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behaviors. (NUS, 2023b) The structure of the organization has been adjusted according to Table 3. 
 

Table.3 Campus physical development organization of NUS, Singapore  
NUS - University Campus Infrastructure (UCI) Organizational Structure of UCI and Related offices 

2015 2016 2019 2020 2023 
Senior Vice-President (Campus Infrastructure)      
Vice-President (Campus Infrastructure)      
Senior Director (Campus Operation & Maintenance)      
Assoc Vice-President (Campus Operation & Maintenance)      
Assoc Vice-President (Campus Life)      
Office of University Campus Infrastructure (Shared Services)      
U1 - Administrative Services Unit (ASU)      
U2 - Campus Planning & Management Unit (CPMU)      
U3 - Digital Transformation Unit (DTU)      
U4 - Sustainability Strategy Unit (SSU)       
D1 - Division of Campus Asset Management (DCAM)      
D2 - Division of Campus Emergency and Security (DCES)      
D3 - Division of Campus Life (DCL)      
Office of Environmental Sustainability (OES)     U4 
Office of Estate Development (OED)     D1 
Special Projects e.g., Utown, Yale-NUS, Transport System      
Office of Facilities Management (OFM)     D1 
Office of Campus Amenities (OCA)     D3 
Office of Safety, Health & Environment (OSHE)      
Office of Campus Security (OCS)     D2 
Office of Housing Services (OHS)     D3 
Conference & Events Management Unit (CEU)     D3 
Sports & UTown Management Unit (SUU)     D3 
Head  Office  Division  Related offices 
 
 
 

2.2.2 Campus Physical Development Plan in Chulalongkorn University (CU) 
Chulalongkorn University (CU) was the first institution of higher learning established in Thailand. 

Founded by King Vajiravudh (King Rama VI) in March 1917 to take the lead in creating knowledge and 
innovations that will build and support a sustainable society in 2024. (CU, 2021) The Office of Physical Resources 
Management (PRM) has responsibility for building facilities that provide energy assistance to the environment. 
The remaining resources and transportation will provide an efficient and conducive atmosphere for learning, 
research, and operation to achieve the goals of the university. (CU, 2023) The campus area consists of 70% of the 
academic area, 10% of the government-occupied area, and 30% of the commercial area. CU developed its campus 
with five main goals: city within the city, architectural identity, university life, social distribution, and income. 
(CU, 2017) The structure of the organization has been adjusted according to Table 4. 
 

Table.4 Campus physical development organization of CU, Thailand 
CU - Office of Physical Resources Management (PRM) Organizational Structure of PRM  

2013 2016 2018 - Present 
Vice President (Property and Physical Resources Management)    
Assistant Vice President (Property and Physical Resources Management)    
Administration    
Architecture and Infrastructure    D1 
Facilities Management and Physical Information Systems    D2 
Energy and Environment    D4 
D1 - Building and Premises     
D2 - Planning, Design and Physical Information Systems     
D3 - Maintenance    
D4 - Infrastructure Energy Management and Environment    
D5 - Physical Contracts Management and Vehicles Management    
Head  Office  Division  
 
3. CONCLUSION  

This section clarifies Singapore's government started with BIM implementation for BIM mandates, led 
the way to BIM e-submission, and created a BIM Roadmap Industry in 2010 with the aim of enhancing BIM for 
the construction industry’s productivity by up to 25% by 2025. They have had a national BIM guide and various 
guides for BIM users since 2012, as shown in Table 1. While Thailand has had a National BIM Guide and 
handbooks for BIM users since 2015, it does not yet have a BIM Roadmap or BIM e-submission agency, as shown 
in Table 2.  

Accordingly, setting up a roadmap for a country obviously requires research, and the transformation of 
digital building permits (Beach et al., 2020) can provide input for policy formulation, BIM organization, 
information exchange capability, research area identification, promotion, presentation, and coordination of BIM 
for an effective BIM implementation in a country. (Wong et al., 2010) That relates to a successful BIM 
implementation, which depends on continuous support from the different rules and preferably the primary 
participant, which is the government. (Mustaffa et al., 2017) But the BIM implementation process differs across 
regions; this is due to the government's force, cultural diversity, building and construction practices, and 
inhabitants. (Faisal Shehzad et al., 2022) In generally developed nations, the mission of the government in 
supporting and transforming technology is significant to BIM's successful implementation in the AEC industry, 
and most of the main obstacles to BIM implementation involve the project stakeholders and people of technology. 
(Chan et al., 2019) 

This section clarifies The NUS BIM Centre integrated BIM Roadmap of Singapore was developed from 
a series of BIM education, research, and practice initiatives focused on the life cycle approach aimed at digitization, 
such as the 5GDBT in the Department of the Built Environment. NUS is advancing campus sustainability and 
climate action for smart campuses in 2030, handled by University Campus Infrastructure (UCI). From data 
accumulation and review, this study found that: 

- There was a change in the structure of the organization of NUS in 2023 by emphasizing the Digital 
Transformation Unit to support the management and the Sustainability Strategy, as shown in the red frame in Table 
3. While CU aims to be a leader in creating knowledge and innovation that will create and support a sustainable 
society in 2024, this is handled by the Office of Physical Resources Management (PRM). 

- There was a change in the structure of the organization of NUS in 2018 to present with a merger of 
Planning, Design, and Physical Information Systems, which is taking care of many aspects, not just digitalization, 
as shown in the red frame in Table 4. 

The quality of the campus environment reflects the level of academic and research activity on campus. 
which directly or indirectly affects the quality of education and teaching. (Zhao, 2022) The smart campus will 
feature the Internet of Things, intelligent personal, collaborative, networked, and intelligent systems, and an 
advanced digital campus for the perfect combination of education, research, management, and campus life. (Wu 
et al., 2021) BIM training and conferences should be facilitated within the framework of university and industry 
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links. (Belay et al., 2021) Successful implementation of BIM requires substantial investment from AEC industries, 
including investments in software, hardware, training, and other requirements. (Ghaffarianhoseini et al., 2017) The 
competitive advantage can be achieved with collaborative project delivery with BIM through the use of a shared 
digital representation of built environment data. The main challenges to the construction industry are automation, 
digitization, economics, and return on investment. (Grilo and Jardim-Goncalves 2010) 

Compared to existing BIM implementations, governments are important for adoption since they play a 
key role in the adoption of BIM as initiators and drivers, regulators, educators, funders, demonstrators, and 
researchers due to the rapid development of BIM technology through pilot and R&D initiatives. To help the 
industry and further develop knowledge of BIM. (Cheng and Lu, 2015) Anywise, the various agencies required 
and/or recommended buildings be certified in the BIM methodology, and the industries and universities have 
support to integrate BIM into their production and educational processes. To be competitive with BIM users, 
universities must be able to train their students, and it is necessary to apply BIM in education and research. 
(Vimonsatit and Htut, 2016)  

This paper concludes that BIM is being used at just two universities. It does not include other universities 
that may have different levels of BIM implementation. Therefore, BIM implementation at the university level 
should focus on initiators and drivers, regulators, educators, funders, demonstrators, and researchers with 
universities and industry partners. To provide guidance at the national level to create a BIM roadmap and standards 
or guidelines. In addition, relevant agencies both at the university and national level should focus on enhancing 
digital transformation. 
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Abstract: Currently, BIM implementation is found in complex procedures involving people, processes, 
technology, and strategy. These characteristics may cause unsuccessful BIM implementation, adversely affecting 
several construction processes. Since the implementation of BIM is still new to the Thai construction industry; it 
requires a study of the factors affecting the construction organization. This research aims to study internal and 
external factors by applying SWOT analysis tools to analyze strengths, weaknesses, opportunities, and threats in 
BIM implementation for Thai construction contractors. The data analysis revealed that certain opportunities for 
BIM implementation in Thai contractor organizations differed when compared to contractor organizations in 
foreign countries. For instance, one notable difference is the absence of BIM regulations in the Thai construction 
industry. Moreover, they share similar weaknesses with contractor organizations in foreign countries, including 
the high cost of implementation and the time required to learn the program. Lastly, by utilizing all four factors, 
strategies will be developed through the TOWS matrix to promote and recommend suitable strategies for BIM 
implementation in Thai construction contractors. For example, an experimental BIM strategy could be employed 
for a pilot study, which would assess its advantages and disadvantages to inform future projects. 
 
Keywords:  Building Information Modeling, SWOT factors, BIM Implementation, Strategy 
 
1. INTRODUCTION 

Nowadays, construction projects are increasingly large and complex, resulting in conflicts during the 
construction process. These conflicts can arise from conflicting construction designs, unadjusted construction 
drawings, an excessive amount of material, inaccurate price estimates, and more. These issues result in delivery 
delays and higher construction costs. To address these challenges, the concept of Building Information Modeling 
(BIM) has been developed, which is a process that uses computer technology and software for building modeling 
(Williams, 2017). 

According to a study of the construction of office buildings in Warsaw, it was found that BIM can be up 
to 10% faster than traditional design methods and up to 80% more accurate during the design phase. This results 
in reduced design corrections and changes. Furthermore, BIM can be applied to every process in a construction 
project, from the start of the project until maintenance after construction is completed (Czmoch & Pękala, 2014). 

The application of BIM depends on the nature of the work and the liability of each organization in the 
construction industry. For instance, architects can apply BIM to provide a better view and overview of the project 
using 3D models, while contractors can use BIM to reduce errors in the construction site, save work time, and 
lower construction costs. Owners can also use BIM to reduce work time and increase work productivity (McGraw-
Hill, 2009). 

Implementation of building technology, including BIM, requires effective study and management. This 
approach has been successful in both enterprise and industrial applications. The use of information technology in 
architecture necessitates the joint development of strategies and tactics (Betts, 1995), such as establishing the 
CORENET project. Singapore's construction and real estate network plans to restructure the business processes of 
the construction industry to achieve a leap in productivity, quality, and timeliness through the application of 
building technology. 

Especially since the implementation of BIM is still new to the Thai construction industry, it requires a 
study of the factors affecting the construction organization. This research aims to study internal and external factors 
by applying SWOT analysis tools to analyze strengths, weaknesses, opportunities, and threats in BIM 
implementation for Thai construction contractors. The factors obtained will be used to develop strategies for the 
implementation of BIM for Thai construction contractors by applying TOWS matrix.  
 
2. LITERATURE STUDIES 
2.1 Identify Factors That Affect BIM Implementation in Organizations. 

This research uses SWOT analysis as a tool to evaluate the situation and determine strategic factors by 
analyzing internal and external factors. According to past research, there are many factors that affect BIM 
implementation for construction contractors. 
(1) Internal Factors 
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1. INTRODUCTION 

Nowadays, construction projects are increasingly large and complex, resulting in conflicts during the 
construction process. These conflicts can arise from conflicting construction designs, unadjusted construction 
drawings, an excessive amount of material, inaccurate price estimates, and more. These issues result in delivery 
delays and higher construction costs. To address these challenges, the concept of Building Information Modeling 
(BIM) has been developed, which is a process that uses computer technology and software for building modeling 
(Williams, 2017). 

According to a study of the construction of office buildings in Warsaw, it was found that BIM can be up 
to 10% faster than traditional design methods and up to 80% more accurate during the design phase. This results 
in reduced design corrections and changes. Furthermore, BIM can be applied to every process in a construction 
project, from the start of the project until maintenance after construction is completed (Czmoch & Pękala, 2014). 

The application of BIM depends on the nature of the work and the liability of each organization in the 
construction industry. For instance, architects can apply BIM to provide a better view and overview of the project 
using 3D models, while contractors can use BIM to reduce errors in the construction site, save work time, and 
lower construction costs. Owners can also use BIM to reduce work time and increase work productivity (McGraw-
Hill, 2009). 

Implementation of building technology, including BIM, requires effective study and management. This 
approach has been successful in both enterprise and industrial applications. The use of information technology in 
architecture necessitates the joint development of strategies and tactics (Betts, 1995), such as establishing the 
CORENET project. Singapore's construction and real estate network plans to restructure the business processes of 
the construction industry to achieve a leap in productivity, quality, and timeliness through the application of 
building technology. 

Especially since the implementation of BIM is still new to the Thai construction industry, it requires a 
study of the factors affecting the construction organization. This research aims to study internal and external factors 
by applying SWOT analysis tools to analyze strengths, weaknesses, opportunities, and threats in BIM 
implementation for Thai construction contractors. The factors obtained will be used to develop strategies for the 
implementation of BIM for Thai construction contractors by applying TOWS matrix.  
 
2. LITERATURE STUDIES 
2.1 Identify Factors That Affect BIM Implementation in Organizations. 

This research uses SWOT analysis as a tool to evaluate the situation and determine strategic factors by 
analyzing internal and external factors. According to past research, there are many factors that affect BIM 
implementation for construction contractors. 
(1) Internal Factors 

Strength (S) is a positive ability and internal environment that can be used for organizational development 
as shown in Table 1. 

 
Table 1. Strength factors affecting BIM implementation in contractor organizations. 

List Factors Reference  
Strength Factors (S) 

S1 Intelligent modeling process reduce errors that may occur from personnel. (1), (2), (4) 
S2 BIM technology can create 3D building models quickly and easily. (1), (2), (4) 
S3 Operations with BIM technology helps to organize the construction process. (1), (3), (5) 
S4 
S5 

 
S6 

 
S7 
S8 

BIM reduces errors and avoids risks that may occur during construction. 
BIM technology analyzes usage or contributes to reductions in energy 
consumption over the entire lifecycle. 
BIM technology improves the quality and management of information and 
documents. 
BIM reduces operational errors before the actual construction. 
BIM technology promotes good synergies between architecture, structure, and 
system work. 

(1), (3) 
(1), (4) 

 
(1), (3) 

 
(1), (2) 
(1), (5) 

 
  

Weakness (W) is the ability and situation within the organization in a negative way that cannot be used 
for the purpose of working to achieve the objectives and needs to be corrected as shown in Table 2. 
 

Table 2. Weakness factors affecting BIM implementation in contractor organizations. 
List Factors Reference 

Number 
Weakness Factors (W) 

W1 BIM technology requires high operating costs of software and supporting 
hardware. 

(1), (6), (7), (8) 

W2 BIM is necessary to apply BIM from beginning to end. (11), (12) 
W3 BIM tools require a long period of learning and understanding. (2), (7) 
W4 

 
W5 

 
W6 
W7 

 
W8 

BIM technology is designed to focus on modeling rather than building 
information. 
BIM implementation in different sectors has resulted in reduced workflow 
flexibility compared to traditional workflows. 
BIM software can lead to issues with data transmission between software. 
BIM technology often encounters processing errors in building virtual reality 
models based on software errors. and system work. 
BIM requires high-quality labor to develop the correct BIM model. 

(6), (8) 
 

(2), (6), (9), (10) 
 

(2) 
(2) 

 
(2), (6), (7), (12) 

 
(2) External Factors 

Opportunity (O) are external situations that is conducive to the development and driving the work of the 
organization to success as shown in Table 3. 
 

Table 3. Opportunity factors affecting BIM implementation in contractor organizations. 
List Factors REF 

Opportunity Factors (O) 
O1 

 
BIM technology is applicable in government procurement in many 
countries. It gives Thai companies the opportunity to expand their markets 
and work with companies in those countries. 

(1), (6), (8), (9) 

O2 
 

BIM adoption is an opportunity to connect with international BIM leaders 
in education and the construction industry 

(2), (6) 

O3 
 

BIM may be a key process for future implementation of architectural design 
and construction, therefore requiring knowledgeable workforce. 

(2), (6), (7) 

O4 
 

O5 
 

O6 

Implementation of BIM develops new skills and knowledge of 
organizational personnel. 
Construction market leaders are increasingly interested in BIM, leading to 
an increase in BIM investment in the construction industry. 
BIM education and knowledge promotion will make the use of BIM more 
widespread in the future. 

(2), (6), (11) 
 

(6), (10), (13) 
 

(14), (15) 
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Threat (T) are external situations that impede development and drive success of the organization as shown 
in Table 4 
 

Table 4. Threat factors affecting BIM implementation in contractor organizations. 
List Factors REF 

Threat Factors (T) 
T1 

 
Lack of knowledge gathering on BIM technology from academics and 
experts. As a result, it is difficult to study and apply BIM. 

(1), (6), (9), (11) 

T2 
 

The construction industry in Thailand lacks personnel with BIM knowledge 
and capabilities. 

(2), (6) 

T3 
 

Stakeholders in the construction industry lack confidence and knowledge in 
using BIM technology in construction projects. 

(1), (7), (12) 

T4 
 

T5 
 
 

T6 
T7 

BIM implementation may lead to changes in the traditional working 
methods of the construction industry. 
The limited number of companies using BIM technology in the Thai 
construction industry has led to a decrease in the demand for BIM 
personnel in the industry. 
Lack of support from the government. 
There are no legal regulations and binding standards regarding BIM in 
Thailand. 

(1), (6), (8) 
 

(1), (6), (9), (10) 
 
 

(1), (6) 
(6), (12) 

 
Note: (1) = (Utomo & Rohman, 2019), (2) = (Azhar, 2011), (3) = (Pickup, 2013), (4) = (Chimhundu, 2016), (5) = (Smith, 2014), 
(6) = (Ben Mahmoud et al., 2022), (7) = (Siebelink et al., 2020), (8) = (Leśniak et al., 2021), (9) = (Majrouhi Sardroud et al., 
2018), (10) = (Ahmed, 2018), (11) = (Enshassi et al., 2019), (12) = (Zima et al., 2020), (13) = (McGraw-Hill, 2009), (14) = 
(Odubiyi et al., 2019), (15) = (Manzoor et al., 2021) 
 
3. RESEARCH METHODOLOGY 

This research is survey research in which the researcher uses a questionnaire as a tool to collect data and 
analyze the study results by statistical mean factor analysis and analysis of possible strategies for BIM 
implementation for Thai construction contractors. 
3.1 Data Collection 

This research uses a questionnaire as a data collection tool for the sample. The sample group of the 
questionnaire is personnel of Thai construction contractor. Determine the appropriate and sufficient minimum 
sample size by using the following methods: The central limit theorem should have not less than 30 samples (Kwak 
& Kim, 2017). This research has collected data from 32 samples with steps The process of constructing the 
questionnaire for data collection is as follows: 
(1) Study the concepts and literature related to factors and strategies in applying BIM in the organization. 
(2) Develop questions from the literature review. It is divided into 3 parts as follows:  

Part 1: Question about general information of the respondents. This is general information, including the 
name of the organization, and work experience.  

Part 2: Question about BIM application status, including BIM work experience, the meaning of BIM from 
work experience, and characteristics of the use of BIM concepts in organizations.  

Part 3: Survey to assess the strengths, weaknesses, opportunities, and threats of BIM implementation for 
Thai construction contractors. It consists of 8 strength factors, 8 weakness factors, 6 opportunities factors, and 7 
threat factors. 
3.2 Analyzing Data 

The data obtained from the survey will be used for statistical calculations and make a comparative analysis 
to find the application strategy of BIM implementation for Thai construction contractors according from data 
collecting as follows: 

Part 1: General information of respondents. Researchers use the data to allocate frequency and calculate 
percentages.  

Part 2: BIM application status. Researchers use data to allocate frequencies and calculate percentages. 
Part 3: Analyzes strengths, weaknesses, opportunities, and threats of BIM implementation for Thai 

contractor organizations. Using statistics and presenting the analysis results as a table for accompanying the lecture. 
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Threat (T) are external situations that impede development and drive success of the organization as shown 
in Table 4 
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3. RESEARCH METHODOLOGY 

This research is survey research in which the researcher uses a questionnaire as a tool to collect data and 
analyze the study results by statistical mean factor analysis and analysis of possible strategies for BIM 
implementation for Thai construction contractors. 
3.1 Data Collection 

This research uses a questionnaire as a data collection tool for the sample. The sample group of the 
questionnaire is personnel of Thai construction contractor. Determine the appropriate and sufficient minimum 
sample size by using the following methods: The central limit theorem should have not less than 30 samples (Kwak 
& Kim, 2017). This research has collected data from 32 samples with steps The process of constructing the 
questionnaire for data collection is as follows: 
(1) Study the concepts and literature related to factors and strategies in applying BIM in the organization. 
(2) Develop questions from the literature review. It is divided into 3 parts as follows:  

Part 1: Question about general information of the respondents. This is general information, including the 
name of the organization, and work experience.  

Part 2: Question about BIM application status, including BIM work experience, the meaning of BIM from 
work experience, and characteristics of the use of BIM concepts in organizations.  

Part 3: Survey to assess the strengths, weaknesses, opportunities, and threats of BIM implementation for 
Thai construction contractors. It consists of 8 strength factors, 8 weakness factors, 6 opportunities factors, and 7 
threat factors. 
3.2 Analyzing Data 

The data obtained from the survey will be used for statistical calculations and make a comparative analysis 
to find the application strategy of BIM implementation for Thai construction contractors according from data 
collecting as follows: 

Part 1: General information of respondents. Researchers use the data to allocate frequency and calculate 
percentages.  

Part 2: BIM application status. Researchers use data to allocate frequencies and calculate percentages. 
Part 3: Analyzes strengths, weaknesses, opportunities, and threats of BIM implementation for Thai 

contractor organizations. Using statistics and presenting the analysis results as a table for accompanying the lecture. 
 
 
 
 
 
 
 
 

4. RESULTS 
4.1 Identification of Factors 

According to data of respondents, 32 sample companies responded. 
In a question about work experience, it was found that the proportion of the first respondents was “more 

than 5 years” or 59% as shown in Table 5 
 

 Table 5. Data of respondents about work experience 
Range Frequency Percentages 

More than 5 years 19 59% 
3-5 years 7 22% 
1-3 years 5 16% 

Less than 1 year 
Total 

1 
32 

3% 
100% 

 
In a question about BIM work experience, it was found that the proportion of the first respondents was “1-

3 years” or 41% as shown in Table 6 
 

Table 6. Data of respondents about BIM work experience 
Range Frequency Percentages 

More than 5 years 3 9% 
3-5 years 8 25% 
1-3 years 13 41% 

Less than 1 year 
No Experience 

Total 

5 
3 

32 

16% 
9% 

100% 
 

In a question about the meaning of BIM from work experience, it was found that the proportion of the first 
respondents was “BIM is Collaboration Process” and “BIM is Creation of 3D Model) or 75% of respondents as 
shown in Table 7 
 

Table 7. Data of respondents about the meaning of BIM from work experience 
Meaning of BIM Frequency Percentages 

Collaboration Process 24 75% 
Creation of 3D Model 24 75% 

3D Visualization 22 69% 
3D Software 

Construction Documentation 
Data and Information 

20 
18 
17 

63% 
56% 
53% 

 
In a question about characteristics of the use of BIM concepts in organizations, it was found that the 

proportion of the first respondents was “Construction Method and Process” or 75% as shown in Table 8 
 

Table 8. Data of respondents about characteristics of the use of BIM concepts in organizations 
Characteristics of the use of BIM Frequency Percentages 
Construction Method and Process 24 75% 

Construction Documentation 22 69% 
Cost Estimation 20 63% 
Design Analysis 

Bidding and Procurement 
Time Planning and Scheduling 

19 
16 
15 

59% 
50% 
47% 

 
The result from calculating the weighted arithmetic mean score of the strength factors found that the first 

rank was “BIM technology promotes good synergies between architecture, structure, and system work”, Average 
score 4.66 points. For weakness factors the first rank was “BIM technology requires high operating costs of 
software, supporting hardware, and high costs of training.”, Average score 4.25 points as shown in Table 9.  
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Table 9. Top 4 mean score of strength factors and weakness factors 
Strength factors Score Weakness factors Score 

BIM technology promotes good synergies 
between architecture, structure, and system 

work. 

4.65 BIM requires high-quality labor to 
develop the correct BIM model. 

4.31 

BIM reduces errors and avoids risks that may 
occur during construction. 

4.48 BIM is necessary to apply BIM from 
beginning to end. 

4.26 

BIM reduces operational errors before the 
actual construction. 

4.44 
 

BIM technology requires high operating 
costs for software and supporting 

hardware. 

4.24 

Operations with BIM technology helps to 
organize the construction process. 

4.29 BIM tools require a long period of 
learning and understanding. 

4.13 

 
For opportunity factors the first rank was “BIM may be a key process for future implementation of 

architectural design and construction, therefore requiring knowledgeable workforce.”, Average score 4.59 points. 
For Threat factors the first rank was “Lack of support from the government.”, Average score 4.28 points as shown 
in Table 10. 
 

Table 10. Top 4 mean score of opportunity factors and Threat factors 
Opportunity factors Score Threat factors Score 

BIM education and knowledge promotion will 
make the use of BIM more widespread in the 

future. 

4.58 Lack of support from the government. 4.37 

BIM may be a key process for future 
implementation of architectural design and 

construction, therefore requiring a 
knowledgeable workforce. 

4.52 There are no legal regulations and 
binding standards regarding BIM in 

Thailand. 

4.34 

Construction market leaders are increasingly 
interested in BIM, leading to an increase in BIM 

investment in the construction industry. 

4.39 
 

Lack of knowledge gathering on BIM 
technology from academics and experts. 

As a result, it is difficult to study and 
apply for BIM. 

4.13 

Implementation of BIM develops new skills and 
knowledge of organizational personnel. 

4.35 The construction industry in Thailand 
lacks personnel with BIM knowledge and 

capabilities. 

4.08 

 
4.2 BIM Strategy Development 

After analyzing the internal and external factors of BIM implementation to identify strengths, weaknesses, 
opportunities, and threats, the next step is to utilize the TOWS matrix tool for strategy development. The TOWS 
matrix is a strategic tool that generates new strategies based on the organization's current environment by aligning 
internal and external factors identified in the SWOT analysis, as depicted in Figure 1. Based on the matching 
between internal and external factors, four strategies can be created as follows. 

- Strength-Opportunity (SO) are strategies that use strengths to maximize opportunities. 
- Weakness-Opportunity (WO) are strategies that minimize weaknesses by taking advantage of 

opportunities. 
- Strength-Threat (ST) are strategies that use strengths to minimize threats. 
- Weakness-Threat (WT) are strategies that minimize weaknesses and avoid threats. 
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architectural design and construction, therefore requiring knowledgeable workforce.”, Average score 4.59 points. 
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4.2 BIM Strategy Development 

After analyzing the internal and external factors of BIM implementation to identify strengths, weaknesses, 
opportunities, and threats, the next step is to utilize the TOWS matrix tool for strategy development. The TOWS 
matrix is a strategic tool that generates new strategies based on the organization's current environment by aligning 
internal and external factors identified in the SWOT analysis, as depicted in Figure 1. Based on the matching 
between internal and external factors, four strategies can be created as follows. 

- Strength-Opportunity (SO) are strategies that use strengths to maximize opportunities. 
- Weakness-Opportunity (WO) are strategies that minimize weaknesses by taking advantage of 

opportunities. 
- Strength-Threat (ST) are strategies that use strengths to minimize threats. 
- Weakness-Threat (WT) are strategies that minimize weaknesses and avoid threats. 

 

 
Figure 1. TOWS matrix of factors for BIM implementation among Thai construction contractors. 

 
5. DISCUSSIONS 

The first purpose of this study is to analyze the strengths, weaknesses, opportunities, and threats of BIM 
implementation for Thai construction contractors. Thirty-two samples of construction contractors using BIM in 
Thailand were examined through SWOT analysis. The findings indicate that the strength factor of BIM 
implementation for Thai construction contractors had the highest average level of agreement, which is "BIM 
technology promotes good synergies between architecture, structure, and system work". This finding aligns with 
the research conducted by Utomo and Rohman (2019). Regarding weakness factors of BIM implementation for 
Thai construction contractors, the highest average level of agreement is "BIM requires high-quality labor to 
develop the correct BIM model." This is consistent with research by Zima et al. (2020). For the opportunity factors 
of BIM implementation for Thai construction contractors, the highest average level of agreement is "BIM 
education and knowledge promotion will make the use of BIM more widespread in the future". This findings is 
consistent with research by Manzoor et al. (2021). In term of threat factors of BIM implementation for Thai 
construction contractors, the highest average level of agreement is "Lack of support from the government". This 
is different from the research of Zima et al. (2020), which focuses on regulatory, standard, and legal factors of 
applying BIM at the organizational level, rather than the promotion in the public sector. Unlike some countries, 
BIM in Thailand is not a mandatory procedure for some public organizations. 

Another purpose of this study is to provide strategies for BIM implementation for Thai construction 
contractors. The strategies analyzed using the TOWS Matrix have different objectives. For example, the SO 
strategy is suitable for organizations that have already adopted BIM and want to increase future opportunities. 
Considering this, the researcher proposes a strategy of “Establish a training center to develop personnel for the 
organization, reduce outsourcing costs, and improve the company's image”. This strategy is based on the 
observation that organizations with strengths in BIM implementation can effectively disseminate knowledge to 
other organizations. The idea for this strategy is derived from Smith (2014).  

On the other hand, the ST strategy is ideal for organizations that need to adopt BIM to address emerging 
threats. Therefore, this research findings proposes the strategy of “Development of corporate standards or referring 
to standards outside the country to apply”. His strategy is based on the notion that adopting BIM application 
standards from other countries not only encourages broader BIM adoption but also exerts pressure on the 
government to enforce legal requirements and establish its own standards. The idea for this strategy is supported 
by Manzoor et al. (2021). 
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6. CONCLUSIONS  
Based on the research results of Strategic Development of Building Information Modeling (BIM) 

Implementation for Thai Construction Contractors, it is a guide for considering various factors. However, it is 
important that organizational personnel should have a better understanding of BIM, in terms of SWOT analysis, 
analyzing the strengths, weaknesses, opportunities, and threats of the organization, as well as engaging in 
brainstorming and strategy development. The integration of these factors through the TOWS matrix is key to 
enhancing strategic efficiency. The transformation of an organization into a BIM-enabled entity is a time-
consuming process; organizations must continually research and store evolving data to enable effective BIM 
implementation, considering that factors and circumstances can change at any time. Therefore, observing the 
surrounding environment and situational changes is also beneficial for organizational strategic planning. 
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Abstract: Constructability is adopted as a concept to improve construction performance, including precast 
construction. Despite many attempts to enhance constructability factors such as logistics, sequencing, and 
transportation, standardization remains an area in need of development. The framework initiates by using Building 
Information Modeling techniques to extract semantic information from architectural plans, then uses gradient-
based Optimality Criteria method to optimize the sizing variables of precast components. Finally, a hybrid 
approach called NSGA-II-GD, which combines Non-dominated Sorting Genetic Algorithm II and Great Deluge 
Algorithm, is used to optimize the rebar layout design of each precast component. Results from an illustrative 
example demonstrate an optimal point between construction cost and standardization, particularly for components 
subjected to similar stresses. The proposed NSGA-II-GD algorithm improves the searching efficiency in terms of 
convergence, computational time, and searching space.  
 
Keywords:  Precast optimization, Building information modeling, Constructability, NSGA-II, Optimality 
criteria  
 
1. INTRODUCTION  

Constructability is a widely adopted concept in the construction industry, including in the precast sector. 
Several factors, such as standardization, installation, resource availability, and economic impacts, have been 
identified as key factors affecting constructability (Hijazi et al., 2009; Zhang et al., 2016). Previous research has 
focused on improving installation by identifying the best component assembling sequence (Chen et al., 2010; Liu 
et al., 2023), and ensuring resource availability by considering the supply chain between production factories and 
on-site assembly (Pasandideh et al., 2015; Soleimani et al., 2017). Additionally, there have been studies to improve 
logistics (Chen et al., 2017) and reduce precast production's economic costs (de Albuquerque et al., 2012). 
Standardization, which involves using components with the same dimensions to reduce the number of mold 
changes and enhance productivity, is also an important factor. However, little research has been conducted on 
leveraging standardization in the precast design stage. 

Optimizing structural element sizing and rebar detailing has been the subject of much research. Gan et al. 
(Gan et al. 2019) utilized a gradient-based optimality criteria-genetic algorithm (OC-GA) approach to 
optimize component topology and dimension sizing, but ignored downstream design such as rebar detailing. Li et 
al. (Li et al., 2023, Li et al., 2021) adopted a Hooke and Jeeves enhanced GA (GA-HJ) method to provide a clash-
free rebar layout, but upstream processes such as structural dimensioning were not considered. Although Leyva et 
al. (Leyva et al., 2018) attempted to use NSGA-II with a coding system based on the combination of dimensions 
and rebar detailing, the available detailing was oversimplified, allowing only one layer of rebar. All three studies 
only focused on cost-related attributes of reinforced concrete structures and did not take into 
account constructability factors such as standardization.  

The paper presents a framework for promoting standardization in precast reinforced concrete design. The 
framework adopts Building Information Modelling (BIM) techniques to extract information from a pre-defined 
structural layout plan and optimize precast structural elements such as columns, beams, and walls. The 
optimization is done using a multi-objective formulation that considers both construction costs and constructability 
scores. Optimality Criteria (OC) method is used in component sizing, while a new method called NSGA-II-GD is 
proposed to optimize the rebar detailing design for each precast element. The NSGA-II-GD method is a hybrid of 
the Non-dominated Sorting Genetic Algorithm II (NSGA-II) and the Great Deluge Algorithm (GDA), which 
improves the efficiency of the solution search. 
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 The novelties of this research includes: 
 (1) Development of a novel BIM-based framework for optimizing the structural design of precast 
elements. 
 (2) Formulation of an optimization strategy that takes into account construction costs and constructability 
for precast elements to achieve standardization. 
 (3) Integration of OC with NSGA-II-GD for element sizing and rebar detailing optimization. 
 (4) Hybridization of NSGA-II with GD to improve computational efficiency for rebar detailing 
optimization. 
  
2. METHOD 
2.1 Proposed BIM-Based Framework for Precast Component Sizing And Rebar Layout Design 
Optimization 

The framework, illustrated in Figure 1, is divided into two primary components: (1) the extraction of 
building model information automatically, including semantic information such as loading and topology, and (2) 
the optimization of precast element design by integrating the OC method for element dimensions and a proposed 
NSGA-II-GD method for rebar layout design. Designers can choose from alternatives design from the Pareto Font 
which can be used for downstream processes, such as the automatic generation of shop drawings and visualization. 

 

 
 

Figure 1. Framework of structural optimization for precast components 
 

2.2 Formulation of Optimal Design 
(1) Constructability consideration in precast component design 

The present study aims to enhance the constructability of precast components by promoting 
standardization. According to the 3S principle, which is the basis of the Buildable Design Appraisal System 
(BDAS) (Building and Construction Authority, 2019) in Singapore and the Buildability Evaluation System 
(BSE(E)) (Development Bureau, 2022) in Hong Kong, standardization in precast construction involves three key 
elements: 

1. Repeated grid layout, structural plan, and floor height to expedite on-site assembly of precast 
components. 

2. Repeated sizing of structural elements or external cladding to minimize the number of mold changes 
required in the factory. 

3. Standard reinforcement detailing of similar size, span, and loading components to increase the speed 
of production and installation. 

While the first element is typically governed by the architectural plan, the other two can be controlled 
during the component design stage. To evaluate the relationship between standardization and construction cost, 
the present study extends the constructability scoring method developed by BSE(E). 
 
 
 



215

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

 The novelties of this research includes: 
 (1) Development of a novel BIM-based framework for optimizing the structural design of precast 
elements. 
 (2) Formulation of an optimization strategy that takes into account construction costs and constructability 
for precast elements to achieve standardization. 
 (3) Integration of OC with NSGA-II-GD for element sizing and rebar detailing optimization. 
 (4) Hybridization of NSGA-II with GD to improve computational efficiency for rebar detailing 
optimization. 
  
2. METHOD 
2.1 Proposed BIM-Based Framework for Precast Component Sizing And Rebar Layout Design 
Optimization 

The framework, illustrated in Figure 1, is divided into two primary components: (1) the extraction of 
building model information automatically, including semantic information such as loading and topology, and (2) 
the optimization of precast element design by integrating the OC method for element dimensions and a proposed 
NSGA-II-GD method for rebar layout design. Designers can choose from alternatives design from the Pareto Font 
which can be used for downstream processes, such as the automatic generation of shop drawings and visualization. 

 

 
 

Figure 1. Framework of structural optimization for precast components 
 

2.2 Formulation of Optimal Design 
(1) Constructability consideration in precast component design 

The present study aims to enhance the constructability of precast components by promoting 
standardization. According to the 3S principle, which is the basis of the Buildable Design Appraisal System 
(BDAS) (Building and Construction Authority, 2019) in Singapore and the Buildability Evaluation System 
(BSE(E)) (Development Bureau, 2022) in Hong Kong, standardization in precast construction involves three key 
elements: 

1. Repeated grid layout, structural plan, and floor height to expedite on-site assembly of precast 
components. 

2. Repeated sizing of structural elements or external cladding to minimize the number of mold changes 
required in the factory. 

3. Standard reinforcement detailing of similar size, span, and loading components to increase the speed 
of production and installation. 

While the first element is typically governed by the architectural plan, the other two can be controlled 
during the component design stage. To evaluate the relationship between standardization and construction cost, 
the present study extends the constructability scoring method developed by BSE(E). 
 
 
 

(2) Variables for Precast Component 
In order to consider the distinct structural behaviors of beams, columns, and walls, the study employs 

separate variables to describe their dimensions and rebar layout designs. Figure 2 presents all the variables used in 
the calculations, with the independent variables highlighted. The layout design variables were initially a vector to 
represent the number (n), diameter (d), and spacing (s) of bars in different sub-sections. Designers can extend these 
vectors to include more layout formulation rules. These variables will be transformed into discrete integers during 
the optimization procedure.  
 

 
 

Figure 2. Definition of variables for (a) beams, (b) columns, and (c) walls 
 

In rebar layout design, several bar diameters and multiple bar layers are also practical. To represent the 
wide range of rebar layout designs in precast reinforced concrete components, databases are created to map all 
existing layouts to an index. These databases filtered infeasible solutions according to the following criteria: 

1. The provided steel area from the layout must be within the minimum required and maximum 
allowable steel area. 

2. The cross-sectional sizing in each direction of the component must be within the dimension constraint. 
 
(3) Objective Function 
A) First objective: maximizing constructability score 

In BSE(E), the standardization level is based on the ratio between the types of dimensions and the total 
number of components. The score contains a continuous linear value when the ratio is between 15% to 70%. In 
this study, the method established by BSE(E) for component dimension standardization is extended to evaluate not 
only the type of cross-section but also the rebar layout. The constructability score is assessed by combining the 
standardization of component dimension and rebar layout design and is formulated as follows: 

𝐺𝐺𝐺𝐺𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑁𝑁𝑁𝑁𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔/𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑔𝑔𝑔𝑔                                                           (1) 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 1, 𝐺𝐺𝐺𝐺𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 < 0.15                                                                (2) 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 0.7−𝐺𝐺𝐺𝐺𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
0.55

, 0.15 < 𝐺𝐺𝐺𝐺𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 < 0.7                                                   (3) 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 0,𝐺𝐺𝐺𝐺𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 > 0.7                                                                   (4) 

 
where 𝐺𝐺𝐺𝐺𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the group ratio; 𝑁𝑁𝑁𝑁𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 is the number of groups of components that are identical, which 

have the same cross-sectional dimension and rebar layout design; 𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑔𝑔𝑔𝑔 is the total number of components 
having the same cross-sectional dimension, score is the constructability score. 
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B) Second objective: minimizing construction cost 
The construction cost of precast concrete components is composed of material costs, including the cost of 

concrete and steel reinforcement, and labor costs, which mainly include rebar placement and tying.  
𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶 = 𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐 + 𝐶𝐶𝐶𝐶𝑔𝑔𝑔𝑔 + 𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙                                                                 (5) 

𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐 = ∑ ∑ ∑ ∑ �𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤�𝐶𝐶𝐶𝐶𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝑗𝑗𝑗𝑗�+ 𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐�𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑗𝑗𝑗𝑗�+ 𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏�𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏 ,𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑗𝑗𝑗𝑗��
𝐽𝐽𝐽𝐽
𝑗𝑗𝑗𝑗 × 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐𝐼𝐼𝐼𝐼𝑏𝑏𝑏𝑏

𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏
𝐼𝐼𝐼𝐼𝑐𝑐𝑐𝑐
𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐

𝐼𝐼𝐼𝐼𝑤𝑤𝑤𝑤
𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤          (6) 

𝐶𝐶𝐶𝐶𝑔𝑔𝑔𝑔 = ∑ ∑ ∑ ∑ �𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝑗𝑗𝑗𝑗�+ 𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑗𝑗𝑗𝑗�+ 𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑗𝑗𝑗𝑗��
𝐽𝐽𝐽𝐽
𝑗𝑗𝑗𝑗 × 𝛾𝛾𝛾𝛾 × 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝐼𝐼𝐼𝐼𝑏𝑏𝑏𝑏

𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏
𝐼𝐼𝐼𝐼𝑐𝑐𝑐𝑐
𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐

𝐼𝐼𝐼𝐼𝑤𝑤𝑤𝑤
𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤                      (7) 

𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙 = ∑ ∑ ∑ ∑ �𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝑗𝑗𝑗𝑗�+ 𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑗𝑗𝑗𝑗�+ 𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑗𝑗𝑗𝑗��
𝐽𝐽𝐽𝐽
𝑗𝑗𝑗𝑗

𝐼𝐼𝐼𝐼𝑏𝑏𝑏𝑏
𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏

𝐼𝐼𝐼𝐼𝑐𝑐𝑐𝑐
𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐

𝐼𝐼𝐼𝐼𝑤𝑤𝑤𝑤
𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 × 𝑠𝑠𝑠𝑠𝑙𝑙𝑙𝑙                        (8) 

𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟 = ∑ ∑ 𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟,𝑗𝑗𝑗𝑗�
𝑔𝑔𝑔𝑔𝑝𝑝𝑝𝑝

+ 𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑡𝑡𝑡𝑡�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟,𝑗𝑗𝑗𝑗�
𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟

𝐽𝐽𝐽𝐽
𝑗𝑗𝑗𝑗

𝐼𝐼𝐼𝐼
𝑟𝑟𝑟𝑟                                                     (9) 

 
where 𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐, 𝐶𝐶𝐶𝐶𝑔𝑔𝑔𝑔, and 𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙 are the cost of concrete, steel and labor (in HKD); 𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤, 𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐,and  𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏 are the volume 

of concrete excluding the volume of steel reinforcement (in m3); 𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤 , 𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐 , and 𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏  are the volume of steel 
reinforcement (in m3); 𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤, 𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐, 𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏 are the time for rebar installation (in min); 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐 is the concrete cost per unit 
volume (in HKD/m3), 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔 is the steel cost per unit weight (in HKD/kg), 𝑠𝑠𝑠𝑠𝑙𝑙𝑙𝑙 is the labor cost per unit time (HKD/min); 
𝛾𝛾𝛾𝛾 is the density of steel (in kg/m3), 𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  is the number of bars installed inside a component, 𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  is the number of 
ties used to fix the bars, 𝑝𝑝𝑝𝑝𝑔𝑔𝑔𝑔 is the rebar placing time (in bar/min), 𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟  is the rebar tying time (in tie/min); b, c and w 
denotes the beam, column and wall components, i and j refers to the component index and rebar design subsection 
index respectively, I and J refers to the total number of component and total number of subsection inside the 
component respectively. 
 
(5) Design Constraints 

Constraints include those specified by the designers (dimension limits) and those provided by design codes. 
Equation (10) describes the maximum allowable serviceability total lateral drift ratio �̅�𝑑𝑑𝑑𝐻𝐻𝐻𝐻 of the whole building; 
Equation (11) defines the upper limit of lateral inter-story drift �̅�𝑑𝑑𝑑𝑓𝑓𝑓𝑓; Equation (12) sets the component strength 
constraints. Other constraints related to rebar design include those specified in the code of practice (Building 
Department, 2020), and the main one is illustrated in the database filtering procedures in Section 2.2.2 

𝛿𝛿𝛿𝛿𝑇𝑇𝑇𝑇
𝐻𝐻𝐻𝐻
≤ �̅�𝑑𝑑𝑑𝐻𝐻𝐻𝐻                                                                           (10) 

(𝛿𝛿𝛿𝛿𝑓𝑓𝑓𝑓−𝛿𝛿𝛿𝛿𝑓𝑓𝑓𝑓𝑓𝑓)
ℎ𝑓𝑓𝑓𝑓

≤ �̅�𝑑𝑑𝑑𝑓𝑓𝑓𝑓,𝑓𝑓𝑓𝑓 = 1,2, … ,𝐹𝐹𝐹𝐹                                                         (11) 

𝜎𝜎𝜎𝜎𝑟𝑟𝑟𝑟 ≤ 𝜎𝜎𝜎𝜎𝜎𝑟𝑟𝑟𝑟                                                                           (12) 
 

where 𝛿𝛿𝛿𝛿𝑇𝑇𝑇𝑇 is the total lateral drift at the top floor, and 𝐻𝐻𝐻𝐻 is the building height;  𝛿𝛿𝛿𝛿𝑓𝑓𝑓𝑓and 𝛿𝛿𝛿𝛿𝑓𝑓𝑓𝑓−𝑓are the lateral 
displacements of two adjacent floors, and ℎ𝑓𝑓𝑓𝑓 is the corresponding floor height; 𝜎𝜎𝜎𝜎𝑟𝑟𝑟𝑟  and 𝜎𝜎𝜎𝜎𝜎𝑟𝑟𝑟𝑟  represents the individual 
element stress and its allowable limit; l and u denote the lower and upper limits of each dimension variable, 
respectively. 
 
2.3 Integrate OC and NSGA-II-GD for Precast Building Optimization 
(1) Two-stage optimization 

In this study, we have developed a two-stage optimization strategy that aims to optimize component sizing 
and rebar layout design simultaneously while considering constructability and construction costs. In the first stage, 
the gradient-based OC algorithm is applied to iteratively adjust the component dimensions and minimize structural 
costs while satisfying strength and lateral drift serviceability constraints. In the second stage, we employ a hybrid 
algorithm called NSGA-II-GD, which combines the NSGA-II algorithm and the GDA. This approach is used to 
optimize the rebar layout design for each sub-group of components that share the same type and dimensions. By 
limiting the search space to feasible regions only, the GDA improves the search efficiency. 
 
(2) Gradient-based OC 

To obtain the gradient required for iterative variable updates, explicit formulations of lateral drift 
constraints are necessary. The lateral drift constraints can be explicitly represented using the virtual work principle, 
which is shown in Equation (13) 

𝑑𝑑𝑑𝑑𝑙𝑙𝑙𝑙 = ∑ �𝑟𝑟𝑟𝑟0𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖,𝑙𝑙𝑙𝑙

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
+ 𝑟𝑟𝑟𝑟𝑓𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖,𝑙𝑙𝑙𝑙

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
3 �𝐼𝐼𝐼𝐼𝑤𝑤𝑤𝑤

𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 + ∑ � 𝑟𝑟𝑟𝑟0𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
+ 𝑟𝑟𝑟𝑟𝑓𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
3 + 𝑟𝑟𝑟𝑟2𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
3 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖

� + ∑ � 𝑟𝑟𝑟𝑟0𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏
+ 𝑟𝑟𝑟𝑟𝑓𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏
3 + 𝑟𝑟𝑟𝑟2𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏
3 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏

� ≤ �̅�𝑑𝑑𝑑𝑙𝑙𝑙𝑙𝐼𝐼𝐼𝐼𝑏𝑏𝑏𝑏
𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏

𝐼𝐼𝐼𝐼𝑐𝑐𝑐𝑐
𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐     (13) 

 
where 𝑠𝑠𝑠𝑠0𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠𝑓𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠0𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠𝑓𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠2𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠0𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠𝑓𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙 , and 𝑠𝑠𝑠𝑠2𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙 are the virtual strain energy coefficient 

calculated from internal moments and forces of the precast components under actual loading and virtual loading; l 
is the lateral constraints index.  
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B) Second objective: minimizing construction cost 
The construction cost of precast concrete components is composed of material costs, including the cost of 

concrete and steel reinforcement, and labor costs, which mainly include rebar placement and tying.  
𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶 = 𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐 + 𝐶𝐶𝐶𝐶𝑔𝑔𝑔𝑔 + 𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙                                                                 (5) 

𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐 = ∑ ∑ ∑ ∑ �𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤�𝐶𝐶𝐶𝐶𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝑗𝑗𝑗𝑗�+ 𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐�𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑗𝑗𝑗𝑗�+ 𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏�𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏 ,𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑗𝑗𝑗𝑗��
𝐽𝐽𝐽𝐽
𝑗𝑗𝑗𝑗 × 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐𝐼𝐼𝐼𝐼𝑏𝑏𝑏𝑏

𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏
𝐼𝐼𝐼𝐼𝑐𝑐𝑐𝑐
𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐

𝐼𝐼𝐼𝐼𝑤𝑤𝑤𝑤
𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤          (6) 

𝐶𝐶𝐶𝐶𝑔𝑔𝑔𝑔 = ∑ ∑ ∑ ∑ �𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝑗𝑗𝑗𝑗�+ 𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑗𝑗𝑗𝑗�+ 𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑗𝑗𝑗𝑗��
𝐽𝐽𝐽𝐽
𝑗𝑗𝑗𝑗 × 𝛾𝛾𝛾𝛾 × 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔𝐼𝐼𝐼𝐼𝑏𝑏𝑏𝑏

𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏
𝐼𝐼𝐼𝐼𝑐𝑐𝑐𝑐
𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐

𝐼𝐼𝐼𝐼𝑤𝑤𝑤𝑤
𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤                      (7) 

𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙 = ∑ ∑ ∑ ∑ �𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝑗𝑗𝑗𝑗�+ 𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑗𝑗𝑗𝑗�+ 𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑗𝑗𝑗𝑗��
𝐽𝐽𝐽𝐽
𝑗𝑗𝑗𝑗

𝐼𝐼𝐼𝐼𝑏𝑏𝑏𝑏
𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏

𝐼𝐼𝐼𝐼𝑐𝑐𝑐𝑐
𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐

𝐼𝐼𝐼𝐼𝑤𝑤𝑤𝑤
𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 × 𝑠𝑠𝑠𝑠𝑙𝑙𝑙𝑙                        (8) 

𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟 = ∑ ∑ 𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟,𝑗𝑗𝑗𝑗�
𝑔𝑔𝑔𝑔𝑝𝑝𝑝𝑝

+ 𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑡𝑡𝑡𝑡�𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟,𝑗𝑗𝑗𝑗�
𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟

𝐽𝐽𝐽𝐽
𝑗𝑗𝑗𝑗

𝐼𝐼𝐼𝐼
𝑟𝑟𝑟𝑟                                                     (9) 

 
where 𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐, 𝐶𝐶𝐶𝐶𝑔𝑔𝑔𝑔, and 𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙 are the cost of concrete, steel and labor (in HKD); 𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤, 𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐,and  𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏 are the volume 

of concrete excluding the volume of steel reinforcement (in m3); 𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤 , 𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐 , and 𝑉𝑉𝑉𝑉𝑔𝑔𝑔𝑔𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏  are the volume of steel 
reinforcement (in m3); 𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑤𝑤𝑤𝑤, 𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐, 𝑇𝑇𝑇𝑇𝑟𝑟𝑟𝑟,𝑏𝑏𝑏𝑏 are the time for rebar installation (in min); 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐 is the concrete cost per unit 
volume (in HKD/m3), 𝑠𝑠𝑠𝑠𝑔𝑔𝑔𝑔 is the steel cost per unit weight (in HKD/kg), 𝑠𝑠𝑠𝑠𝑙𝑙𝑙𝑙 is the labor cost per unit time (HKD/min); 
𝛾𝛾𝛾𝛾 is the density of steel (in kg/m3), 𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  is the number of bars installed inside a component, 𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  is the number of 
ties used to fix the bars, 𝑝𝑝𝑝𝑝𝑔𝑔𝑔𝑔 is the rebar placing time (in bar/min), 𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟  is the rebar tying time (in tie/min); b, c and w 
denotes the beam, column and wall components, i and j refers to the component index and rebar design subsection 
index respectively, I and J refers to the total number of component and total number of subsection inside the 
component respectively. 
 
(5) Design Constraints 

Constraints include those specified by the designers (dimension limits) and those provided by design codes. 
Equation (10) describes the maximum allowable serviceability total lateral drift ratio �̅�𝑑𝑑𝑑𝐻𝐻𝐻𝐻 of the whole building; 
Equation (11) defines the upper limit of lateral inter-story drift �̅�𝑑𝑑𝑑𝑓𝑓𝑓𝑓; Equation (12) sets the component strength 
constraints. Other constraints related to rebar design include those specified in the code of practice (Building 
Department, 2020), and the main one is illustrated in the database filtering procedures in Section 2.2.2 

𝛿𝛿𝛿𝛿𝑇𝑇𝑇𝑇
𝐻𝐻𝐻𝐻
≤ �̅�𝑑𝑑𝑑𝐻𝐻𝐻𝐻                                                                           (10) 

(𝛿𝛿𝛿𝛿𝑓𝑓𝑓𝑓−𝛿𝛿𝛿𝛿𝑓𝑓𝑓𝑓𝑓𝑓)
ℎ𝑓𝑓𝑓𝑓

≤ �̅�𝑑𝑑𝑑𝑓𝑓𝑓𝑓,𝑓𝑓𝑓𝑓 = 1,2, … ,𝐹𝐹𝐹𝐹                                                         (11) 

𝜎𝜎𝜎𝜎𝑟𝑟𝑟𝑟 ≤ 𝜎𝜎𝜎𝜎𝜎𝑟𝑟𝑟𝑟                                                                           (12) 
 

where 𝛿𝛿𝛿𝛿𝑇𝑇𝑇𝑇 is the total lateral drift at the top floor, and 𝐻𝐻𝐻𝐻 is the building height;  𝛿𝛿𝛿𝛿𝑓𝑓𝑓𝑓and 𝛿𝛿𝛿𝛿𝑓𝑓𝑓𝑓−𝑓are the lateral 
displacements of two adjacent floors, and ℎ𝑓𝑓𝑓𝑓 is the corresponding floor height; 𝜎𝜎𝜎𝜎𝑟𝑟𝑟𝑟  and 𝜎𝜎𝜎𝜎𝜎𝑟𝑟𝑟𝑟  represents the individual 
element stress and its allowable limit; l and u denote the lower and upper limits of each dimension variable, 
respectively. 
 
2.3 Integrate OC and NSGA-II-GD for Precast Building Optimization 
(1) Two-stage optimization 

In this study, we have developed a two-stage optimization strategy that aims to optimize component sizing 
and rebar layout design simultaneously while considering constructability and construction costs. In the first stage, 
the gradient-based OC algorithm is applied to iteratively adjust the component dimensions and minimize structural 
costs while satisfying strength and lateral drift serviceability constraints. In the second stage, we employ a hybrid 
algorithm called NSGA-II-GD, which combines the NSGA-II algorithm and the GDA. This approach is used to 
optimize the rebar layout design for each sub-group of components that share the same type and dimensions. By 
limiting the search space to feasible regions only, the GDA improves the search efficiency. 
 
(2) Gradient-based OC 

To obtain the gradient required for iterative variable updates, explicit formulations of lateral drift 
constraints are necessary. The lateral drift constraints can be explicitly represented using the virtual work principle, 
which is shown in Equation (13) 

𝑑𝑑𝑑𝑑𝑙𝑙𝑙𝑙 = ∑ �𝑟𝑟𝑟𝑟0𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖,𝑙𝑙𝑙𝑙

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
+ 𝑟𝑟𝑟𝑟𝑓𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖,𝑙𝑙𝑙𝑙

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
3 �𝐼𝐼𝐼𝐼𝑤𝑤𝑤𝑤

𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤 + ∑ � 𝑟𝑟𝑟𝑟0𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
+ 𝑟𝑟𝑟𝑟𝑓𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
3 + 𝑟𝑟𝑟𝑟2𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
3 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖

� + ∑ � 𝑟𝑟𝑟𝑟0𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏
+ 𝑟𝑟𝑟𝑟𝑓𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏
3 + 𝑟𝑟𝑟𝑟2𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏
3 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏

� ≤ �̅�𝑑𝑑𝑑𝑙𝑙𝑙𝑙𝐼𝐼𝐼𝐼𝑏𝑏𝑏𝑏
𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏

𝐼𝐼𝐼𝐼𝑐𝑐𝑐𝑐
𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐     (13) 

 
where 𝑠𝑠𝑠𝑠0𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠𝑓𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠0𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠𝑓𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠2𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠0𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙 , 𝑠𝑠𝑠𝑠𝑓𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙 , and 𝑠𝑠𝑠𝑠2𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙 are the virtual strain energy coefficient 

calculated from internal moments and forces of the precast components under actual loading and virtual loading; l 
is the lateral constraints index.  

 

The design formulation can be converted to unconstrained functions using Lagrangian multipliers to form 
a recursive formula, as shown in Equations (14-16). The recursive formula is derived from the gradient obtained 
from the partial derivatives of the unconstrained function with respect to each dimension variable. Derivation of 
the recursive relationship is demonstrated in this reference (Chan, 2001).   

(𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟)𝑣𝑣𝑣𝑣+1 =  (𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟)𝑣𝑣𝑣𝑣 × �1 + 1
𝜂𝜂𝜂𝜂
�∑ 𝜆𝜆𝜆𝜆𝑙𝑙𝑙𝑙

𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟
𝐿𝐿𝐿𝐿
𝑙𝑙𝑙𝑙 � 𝑐𝑐𝑐𝑐0𝑟𝑟𝑟𝑟,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟
2𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟

2 + 𝑐𝑐𝑐𝑐1𝑟𝑟𝑟𝑟,𝑙𝑙𝑙𝑙
𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟
2𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟

4 + 3𝑐𝑐𝑐𝑐2𝑟𝑟𝑟𝑟,𝑙𝑙𝑙𝑙
𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟
4𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟

2� − 1�
𝑣𝑣𝑣𝑣
�                                     (14) 

(𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟)𝑣𝑣𝑣𝑣+1 =  (𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟)𝑣𝑣𝑣𝑣 × �1 + 1
𝜂𝜂𝜂𝜂
�∑ 𝜆𝜆𝜆𝜆𝑙𝑙𝑙𝑙

𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟
𝐿𝐿𝐿𝐿
𝑘𝑘𝑘𝑘 � 𝑐𝑐𝑐𝑐0𝑟𝑟𝑟𝑟,𝑙𝑙𝑙𝑙

𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟
2𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟

2 + 3𝑐𝑐𝑐𝑐1𝑟𝑟𝑟𝑟,𝑙𝑙𝑙𝑙
𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟
2𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟

4 + 𝑐𝑐𝑐𝑐2𝑟𝑟𝑟𝑟,𝑙𝑙𝑙𝑙
𝑏𝑏𝑏𝑏𝑟𝑟𝑟𝑟
4𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟

2� − 1�
𝑣𝑣𝑣𝑣
�                                 (15) 

(𝐶𝐶𝐶𝐶𝑟𝑟𝑟𝑟)𝑣𝑣𝑣𝑣+1 =  (𝐶𝐶𝐶𝐶𝑟𝑟𝑟𝑟)𝑣𝑣𝑣𝑣 × �1 + 1
𝜂𝜂𝜂𝜂
�∑ 𝜆𝜆𝜆𝜆𝑙𝑙𝑙𝑙

𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟
𝐿𝐿𝐿𝐿
𝑙𝑙𝑙𝑙 �𝑐𝑐𝑐𝑐0𝑟𝑟𝑟𝑟,𝑙𝑙𝑙𝑙

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
2 + 3𝑐𝑐𝑐𝑐1𝑟𝑟𝑟𝑟,𝑙𝑙𝑙𝑙

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
4 � − 1�

𝑣𝑣𝑣𝑣
�                                        (16) 

 
where 𝑣𝑣𝑣𝑣 and 𝑣𝑣𝑣𝑣 + 1 signify the iteration number; 𝜂𝜂𝜂𝜂 is a parameter to controls the pace of convergence of 

the recursive relationship; 𝑙𝑙𝑙𝑙 is the index of lateral drift constraints and 𝐿𝐿𝐿𝐿 represents the total number of lateral drift 
constraints; 𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟 is the cost coefficient of each component i respectively; 𝜆𝜆𝜆𝜆𝑙𝑙𝑙𝑙 denotes the Lagrangian multipliers of the 
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(3) NSGA-II-GD 

Figure 3 illustrates the optimization procedure using the NSGA-II-GD algorithm. The optimization 
procedure adopts a tournament binary selection, a two-point crossover operator, and a random mutation operator 
to produce offspring based on parents from the previous generation. Then, a feasibility check is conducted to verify 
whether the children produced fall within the feasible region and adjust the child’s genes if it falls within the 
infeasible region. After that, all feasible offspring are merged with their parents and undergo non-dominated sorting 
and crowding distance sorting. Individuals with larger front ranks or smaller crowding distances are filtered until 
the number of individuals in the new population equals the initial population. This process is repeated until the 
maximum number of iterations, which serves as the stopping criterion, is reached. 

 

 
 

Figure 3. NSGA-II-GD optimization procedure 
 
GDA is integrated to find feasible solutions. The constraints are formulated such that it returns zero if 

there is no violation, and the more a solution violates the constraints, the higher the return value. This integration 
allows NSGA-II to only search inside the feasible region, which eliminates the computational efforts in exploring 
the infeasible region. 

 
3. ILLUSTRATIVE EXAMPLE 

To demonstrate the optimization framework and the correlation between standardization level and 
construction cost, a 5-story building is used as an example. The building's structural layout and 3D architectural 
model are shown in Figure 4. Design attributes are listed in Table 1. Table 2 includes the parameter tuning in the 
NSGA-II-GD algorithm. 
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Figure 4. (a) 5-story 3D architectural model and (b) structural layout plan in the illustrative example 

 
Table 1. Design attributes of the illustrative example 

Design attribute value 
Typical Beam Dimension 750 mm x 600 mm 

Typical Column Dimension 600 mm x 600 mm 
Typical Wall Thickness 300 mm 
Beam Breadth Range 300 mm to 800 mm 
Beam Depth Range 400 mm to 1000 mm 

Column Width and Depth Range 300 mm to 1000 mm 
Wall Thickness Range 150 mm to 500 mm 

Concrete Strength 45 MPa 
High-yield Rebar Grade 500 MPa 
Mild Steel Rebar Grade 250 MPa 

Longitudinal Rebar Diameter 12, 16, 20, 25, 32, 40 mm 
Transverse Rebar Diameter 8, 10, 12, 16, 20 mm 

Concrete Costs 771.9 HKD/m3 
High-Yield Rebar Cost 5075 HKD/ton 
Mild Steel Rebar Cost 5961 HKD/ton 

Labor cost  4420 HKD/day (assume two workers) 
 

Table 2. Parameter Tuning of NSGA-II-GD 
Parameter Value 

NSGA-II 
Crossover rate 0.75 
Mutation rate 0.25 

Population/variable number ratio ~10 
generation 200-300 (depends on variable number) 

GDA 
population 20 
Step value 0.001 

 
4. RESULT AND DISCUSSION 
4.1 Optimized Dimension of Precast Component 

Figure 5 displays the optimized dimensions of each precast component, while Table 3 summarizes the 
grouping of these components. Notably, all beams share the same cross-sectional dimension of 300 mm x 400 mm. 
The optimized dimensions of the components mostly fall within the smallest dimension defined by the designer. 
The sub-groups with the smallest dimension contain the highest number of components, while other sub-groups 
only contain a few components as they are subjected to distinct stresses. 
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Figure 5. (a) Columns sizing and (b) wall sizing after sizing optimization 
 

Table 3. Grouping of components with identical dimensions in beams, columns and walls 
Type Beam Column Wall  Total 

Number of 
Components 

66 45 35  146 

Number of Sub-
Groups 

3 14 13  30 

 
4.2 Relationship Between Construction Cost and Constructability Score 

Figure 6 depicts the correlation between construction cost and constructability score for all three types of 
components in a typical sub-group. Each graph is obtained by merging five solutions from the random and group 
modes. For beams and columns, it is observed that the construction cost stop decreasing at an optimal point. This 
occurs because the optimal point already provides the best layout for each component subjected to similar stresses. 
Any further attempt to include another layout will result in sub-optimal solutions, having an increasing cost instead 
of a decreasing one. Wall components only show an increasing trend due to their simpler design. 

 

 
 

Figure 6. Aggregated Pareto front from rebar detailing optimization by NSGA-II-GD for (a) beam group 400 x 
300 x 6000 mm, (b) column group 300 x 300 x 3700mm and (c) wall group 150 x 6000 x 3700 mm 

 
Figure 7 demonstrates how the rebar layout transforms inside the beam precast component as the 

constructability score changes. Beyond the optimal point, alterations mainly occur inside the longitudinal 
reinforcement. In contrast, for constructability scores below the optimal point, modifications are primarily 
observed in the transverse reinforcement.  
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Figure 7. Rebar detailing of beam group 400 x 300 x 9000 mm according to different constructability scores 
 

4.3 Cost Distribution in Precast Components 
Figure 8 presents a cost portion analysis of construction costs. The concrete costs are approximately half 

of the reinforcement costs across all three components while the labor cost varies from 6% to 31%. This difference 
may be attributed to the highly congested rebar detailing arrangement observed in beams and columns. 

 

 
 

Figure 8. Construction cost distribution analysis for (a) beam, (b) column, and (c) wall 
 

(4) Comparative Study of NSGA-II-GD to Standard NSGA-II and Weighted GA 
Figure 9 depicts the aggregated Pareto front for each of the algorithms for beams, columns, and walls. For 

all three component categories, NSGA-II-GD provides solutions with lower construction costs at the same 
constructability score. Moreover, the aggregated results of the two modes of NSGA-II-GD not only include 
solutions with low constructability scores but also those in the high score region. In contrast, the solutions provided 
by both the standard NSGA-II and the weighted GA are mainly concentrated in the low constructability score 
region, but the solution range they provide falls into the sub-optimal region, which is not within the region of 
interest in finding the relationship between standardization level and construction cost. 
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Figure 9. Comparison of aggregated permutating Pareto front between NSGA-II-GD, standard NSGA-II and 
GDA for (a) beam, (b) column and (c) wall 

 
Table 4 provides information on the computational time required by the three algorithms in different 

scenarios. Each scenario was executed ten times, and the average computational time was recorded. Both NSGA-
II and weighted GA require a higher population and generation setting to provide a converged solution. Therefore, 
the actual time required for a converged solution provided by the random mode of NSGA-II-GD is half that 
required by the other two algorithms. Furthermore, when the number of variables is very large, standard NSGA-II 
and weighted GA are unable to provide a converged solution, and the total computational time is not recorded in 
the table. 

 
Table 4.Computation time comparison of NSGA-II-GD, standard NSGA-II and weighted GA under different 

scenarios 

 NSGA-II-GD 
(random mode) 

NSGA-II-GD 
(grouped mode) Standard NSGA-II Weighted GA 

Beam: 400x300x3000mm, number of variables = 24, number of components = 11 (6 with different required 
areas) 
Converged population 100 100 300 300 
Converged generation 100 100 200 200 

Time (s) 26.081 61.623 58.907 45.949 
Beam: 400x300x9000mm, number of variables = 40, number of components = 10 (10 with different required 
areas) 
Converged population 300 300 1200 1500 
Converged generation 200 200 200 500 

Time (s) 100.321 593.603 184.420 394.2 
Beam: 400x300x6000mm, number of variables = 152, number of components = 45 (38 with different areas) 
Converged population 1500 1500 - - 
Converged generation 400 400 - - 

Time (s) 1469.679 1748.090 - - 
 
5. CONCLUSION 

In summary, this study makes a significant contribution to the field of structural design optimization for 
precast building components by proposing a BIM-enabled framework that optimizes their dimensions and rebar 
detailing designs. The framework incorporates a gradient-based OC optimization technique for component sizing 
and a proposed NSGA-II-GD algorithm for rebar detailing designs. The study demonstrates that a balance between 
standardization and construction cost is necessary for optimal results for components with similar stress levels. 
The proposed NSGA-II-GD algorithm significantly improves searching efficiency in terms of computational time, 
searching space, and convergence. 

However, the study has some limitations. Firstly, the formulation does not consider logistics costs 
associated with precast components, such as transportation and assembly, which can be difficult to quantify and 
highly project-specific. This limitation may lead to atomistic results since the precast fabrication process is more 
complex than the fabrication of structural components on-site. Secondly, only simple geometries, such as 
rectangular beams and columns, were studied. However, the approach could be extended to various shapes by 
incorporating more variables and applying a relationship to transform non-rectangular shapes into rectangular ones 
during the gradient-based OC optimization. Lastly, labor costs may change in the future as the precast industry 
adopts more automation for prefabrication, and machine-related costs should be introduced to account for this. 
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Abstract: In Japan, Information and Communication Technology (ICT) earthwork has been deployed under the 
"i-Construction" policy proposed by the Ministry of Land, Infrastructure, Transport and Tourism (MLIT) in 2015, 
which aims to improve the productivity in construction through the consistent use of 3D data, Global Navigation 
Satellite System (GNSS), Total Station (TS), and sensors. In the creation of plans for ICT earthwork, efficiency is 
being improved through the use of Building Information Modeling (BIM) models. Specifically, a BIM model is 
created for each construction stage based on the BIM model of the final shape, and the way of proceeding with 
construction up to the final shape is visualized and studied. However, there are many small- and medium-scale 
earthworks in Japan, and there is a lack of personnel in charge of BIM modeling at such sites. In this study, we 
developed a method to automate daily earthwork planning by applying BIM to earthwork projects in which ICT 
earthwork was introduced and compared it with the construction flow in actual construction sites.  
 
Keywords:  ICT earthwork, BIM, 3D Model, Automated planning 
 
1. INTRODUCTION 

The construction industry is facing a serious shortage of workers as society's birthrate declines and the 
population ages, making it an urgent issue to improve productivity and supplement the know-how that is lost due 
to the retirement of skilled workers. In response, the Ministry of Land, Infrastructure, Transport and Tourism 
(MLIT) has been promoting an initiative called "BIM/CIM" (Building/Construction Information Modeling, 
Management) since 2012 to streamline the entire construction production process from survey to design, 
construction, and maintenance management, mainly through the use of 3D models. Furthermore, the use of 3D 
data at construction sites is rapidly expanding due to "i-Construction" announced by the MLIT in November 2015. 
In "i-Construction," the MLIT has created a series of standards corresponding to new surveying instruments and 
new construction machinery while expanding the types of work such as "ICT earthwork", "ICT pavement", "ICT 
dredging" and so on. ICT Earthworks aims to improve productivity by consistently using 3D data throughout the 
entire process of surveying, design, construction, and inspection. In the creation of plans for ICT earthwork, 
efficiency is being improved through the use of BIM models. Specifically, a BIM model is created for each 
construction stage based on the BIM model of the final shape, and the way of proceeding with construction up to 
the final shape is visualized and studied. However, there are many small- and medium-scale earthworks in Japan, 
and there is a lack of personnel in charge of BIM modeling at such sites. On the other hand, the ICT earthwork 
plan is used as data to instruct the ICT construction equipment on the shape of the target fill or cut. This earthwork 
plan can be created with a construction step model, but for complex construction projects, it is necessary to create 
a number of these construction steps. In addition, the staff on site and the operator of the ICT construction 
equipment must change the system as needed to cope with daily changes in the situation. Daily changes in the 
situation are mainly delays in work due to weather conditions and delays in the supply of materials due to changes 
in soil quality. These factors include the fact that the construction site is too small to provide sufficient temporary 
storage space for the fill and that there are not always enough runways to transport the soil and gravel. Thus, it is 
often difficult to operate ICT earthwork efficiently in small- and medium-scale earthwork projects in Japan due to 
the small number of manpower and the narrowness of construction sites. 
 
2. AUTOMATED PLANNING METHOD FOR ROAD EARTHWORKS 
2.1  Use of Construction History Data 

Although many efforts have been made to utilize BIM models at construction sites, updating BIM models 
during construction is still a heavy workload. On the other hand, it is known that ICT construction machinery 
has improved the productivity and quality of road construction projects, and that applying BIM modeling to 
ICT construction machinery planning can reduce planning rework and improve productivity. (Kim et al., 
2017) 

ICT construction machinery (Figure 1) is becoming popular in road earthwork projects, and studies are in 
progress to utilize the construction records (such as Global Navigation Satellite System (GNSS) log files) of the 
construction process for construction management. Imai et al. (2017) evaluate the application of ICT construction 
records data from ICT construction machinery to shape management for road pavement construction, suggesting 
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the practicability and usefulness of using 3D data generated from construction history data. The MLIT has 
established guidelines for the use of construction history data for workmanship management, considering the 
fact that workmanship can be grasped at an early stage and that it can be obtained in areal forms to be an 
advantage, and it is expected to be used in the future to improve productivity (MLIT, 2021).  

Kim et al. (2017) pointed out that it is inefficient to manually transfer planning information for ICT 
construction machinery, which is created from BIM models of road earthworks, to ICT construction 
machinery, as it requires manual information transfer, and to automate these linkages, they proposed an 
earthwork calculation module using BIM models and an ICT construction machinery module to generate 
TIN surfaces is proposed. This study further attempts to automatically generate design information for ICT 
construction machinery by using both BIM models and construction history records data. Specifically, 3D 
shape data generated from construction history data of ICT construction machinery is automatically reflected in 
the BIM model to plan the next layer, thereby facilitating the use of ICT construction machinery on site. 

The ICT construction machinery used is shown in Figure 1. All of them are equipped with a machine 
guidance system and can send and receive data to and from a cloud server using communication equipment. The 
ICT vibration rollers generate reports as shown in Figure 2 as evidence of the construction. The flow of data files 
and plan files is shown in Figure 3, where the tracking data from the ICT vibration roller is sent to the cloud server, 
which converts it into 3D shapes for the next layer plan, which is then sent to the ICT bulldozer. By establishing 
a system that automatically generates planning information for each layer and automatically transmits it directly 
from the cloud to ICT construction machinery, construction can be performed efficiently in response to changing 
conditions. 

 

     
 

(a) ICT bulldozer                    (b) ICT vibration roller 
 

Figure 1. ICT construction machinery 
 

 
 

 
 

Figure 2. Construction history data map 
 
The situations we envision using this method include re-planning when the height of the fill layers changes 

(even within the allowable limits of each layer) due to construction errors or differences in soil compaction rates, 
and re-planning after filling the site differently from the plan. Examples of changes in embankment plans include 
the following. 

1) Temporary drainage measures are taken in response to rainfall during fill operations. 
2) Insufficient inventory of fill material to fill the planned area. 
3) Modifications have been made to provide temporary roads for construction. 
4) Changes due to adjustments to the life of neighboring residents. 

GNSS  GNSS 

(a) Number of compaction            (b) Tracking data               (c) Layer thickness of fill 
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The automatic planning of the next layer, using construction history data, reduced the amount of work and 
management by the field staff. 

 

   
 

Figure 3. Flow of data files and plan files 
 

2.2  Automated Planning for ICT Construction Machinery 
Generally, we create a BIM model for each construction phase based on the BIM model of the final shape 

to visualize and study how to proceed with construction up to the final shape. However, in Japan, there are many 
small- and medium-scale earthworks, and there is a lack of personnel in charge of BIM modeling at such sites. 

Raza et al. propose a method that handles 3D models parametrically and provides flexibility for 
modification in order to make the 3D model of roadway earthworks more complete during design. The method 
allows the program to automatically calculate and modify the geometric shape of the model (2017b). The National 
Institute for Land and Infrastructure Management (NILIM) of the MLIT has published a "Draft Concept of 
Parametric Models for Data Exchange" (2019) as a method to reduce modeling work and improve the efficiency 
of BIM operations.  

In this study, to establish a mechanism for automatic updating of the BIM model, we created a parametric 
model for road earthworks. The parametric model developed in this study consists of road center alignment and 
cross sections, which are used with terrain geometry. The parametric BIM model of road earthwork constructed in 
this study is shown in Figure 4 and 5. Figure 4 is the actual system screen, showing a bird's-eye view of the road 
earthwork model in 3D. The semi-transparent orange areas extending to the left and right are the design model of 
the road. The two arrows in the figure indicate the longitudinal direction of the road, which is toward the right at 
the upper right side of the figure, and the transverse direction, which is toward the right front from the center area. 
The red area in the center of the figure represents the progression of the embankment from the bottom to the top, 
one layer at a time. The lower layer of fill in this parcel is striking the terrain in both the longitudinal and transverse 
directions. Figure 5 is a schematic of the cross-section viewed from the back of Figure 4. The planning model for 
the next layer is automatically generated at the height of one layer above the layer compacted by the ICT vibration 
roller. If there is a terrain in the cross-sectional direction (left side of the figure), the model is generated up to the 
intersection with the terrain; if there is no terrain (right side of the figure), the model is generated using the 
parameters of the cross-section. If a layer becomes thinner due to construction errors or different soil compaction 
rates, the height of the next layer is automatically adjusted lower by that amount. 

 

    
 

Figure 4. Composition of the parametric model     Figure 5. How to generate the plan for the next-layer 
( 3D view ) 

 
2.3  Comparison with conventional ICT construction machinery operation methods 

Raza et al.(2017a) applied BIM modeling to a road construction project and verified its effectiveness. The 
BIM model facilitated alignment changes of the route by parametrically handling the road centerline. Furthermore, 
the BIM model visualizes the relationship between the road centerline, the TIN model of the ground surface 
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obtained by the laser scanner, and the cross-sectional subassemblies, which facilitates adjustments. The necessary 
parameters are extracted from the 2D drawings. it has been demonstrated by Raza et al. that BIM can be used to 
efficiently create a 3D model of the final geometry. Autodesk Civil3D was used to create the BIM model. 

In this study, we applied BIM to the day-to-day management of performing construction and automatically 
modeled the daily plans for operating ICT construction machinery. Conventionally, earthwork planning using BIM 
is based on a BIM model of the final shape, and BIM models are created for each construction phase to visualize 
and study how to proceed with construction up to the final shape. As a detailed procedure, the construction plan is 
developed based on the BIM model of the final shape and 2D drawings taken over from the design process. The 
BIM model inherited from the design process includes a rough terrain. This rough terrain may be a digital elevation 
model (DEM) (5m or 10m mesh) provided by the Geospatial Information Authority of Japan, Shuttle Radar Terrain 
Mission (SRTM) data (30m or 90m mesh), or various other types of data. In this study, BIM was applied to the 
day-to-day management of construction activities and automatic modeling of daily plans for operating ICT 
construction machinery. Prior to creating the construction plan, the current terrain is surveyed using a laser scanner 
or drone in necessary areas, and replaced with the terrain of the BIM model of the finished form, which is then 
updated. 

Based on the updated BIM model of the finished configuration, an earthwork plan is created using 
modeling software such as Autodesk Civil3D. The model to be created is a layered TIN model separated by 
approximately 30 cm in height from the existing terrain until it is filled in to the finished shape. Using this model, 
planning files for ICT bulldozers and vibration rollers are created. 

Based on this, the bulldozer will perform the spreading and the vibration roller will perform the 
compaction. Based on the construction record of each layer finished by the vibration roller, a two-dimensional 
map-like management form is created and submitted to the client. 

A comparison of the flow of the conventional and proposed methods is shown in Figure 6. This method 
does not require a BIM modeler for day-to-day management. As can be seen from the resources and inputs shown 
in Figure 7, the conventional method requires more effort to change the plan and to ensure the consistency of the 
management forms when the plan is changed. 
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This system is a web program using WebGL (Ishida et al., 2015). A particularly important function in 
generating the planned TIN model in automatic planning is the collision determination for the terrain model. For 
this, we used Raycaster from three.js, a JavaScript 3D Library. The points where the parametrically expressed 
longitudinal and cross-sectional shapes collide with the terrain model are determined, and the construction area is 
obtained by connecting them.  
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model (DEM) (5m or 10m mesh) provided by the Geospatial Information Authority of Japan, Shuttle Radar Terrain 
Mission (SRTM) data (30m or 90m mesh), or various other types of data. In this study, BIM was applied to the 
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or drone in necessary areas, and replaced with the terrain of the BIM model of the finished form, which is then 
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Figure 7. Automatic adjustment for construction that differs from the plan 
 

The operational flow of the system is shown in Figure 8. The terrain models are registered, and the 
parameters for road center alignments and cross-sections are registered. The terrain model registered this time is a 
TIN model created from 5m mesh DEM. The parameters registered this time were 30 sections of road center 
alignments and 50 types of cross-sections. Figure 9 shows a screen shot of the road centerline registration screen 
and a plan view of the registered results. Figure 10 is a registration screen showing the cross-section profile and 
the registered results in a cross section view. On the upper left side of the registration screen, select cut or fill and 
specify the width of the road, pavement thickness, and slope of the road surface. On the lower left side of the 
registration screen, you register the slope shape. Specify the slope height and slope gradient, and multiple slopes 
can be registered repeatedly. On the right side of the registration screen, berm shapes can be registered. Width, 
height, and slope can be specified. The cross-sectional shape registers the shape of one side. When placing the 
transect shape on the road center alignment, you can select symmetry, left, or right as the placement target. Figure 
10 shows the screen for placing a cross section on the road center alignment. In this screen, the beginning and end 
points of the cross section are specified on the road center alignment. Symmetry, left, and right can be specified. 
The result of the placement is given in the list on the right side of the screen.  

 

          
 

Figure 8. Operation flow                  Figure 9. Registration of road center alignments 
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Figure 10. Registration of cross-sectional profiles 
 

  
 

Figure 11. Placement of cross sections on road center alignments 
 

3. RESULTS AND DISCUSSION 
The work to which this system was applied was the construction of a carrying road for the Shitara Dam 

planned for Shitara-cho, Kitashitara-gun, Aichi Prefecture, ordered by the Chubu Regional Development Bureau 
of the MLIT. Table 1 shows the construction information. The work did not include the dam embankment, but 
involved the construction of a conveyance road, and the main work type was road earthwork.  

 
Table 1. Construction site information 
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Shitara-cho, Kitashitara-gun, Aichi Prefecture, 

Construction 
Outline 

Siuki Section Embankment  
 Excavation V = 187,970m3, Forensic A = 13,460m2, Drainage structures 1 type 
Egasawa Section  
 Soil V = 154,920m3, Forensic A = 1,987m2, Reinforced Soil 30,300m3, Wall holder 1 type 
Tajiri Section 
 Steel bridge L = 568m, Wall holder A = 319m2 

 
The results of the application of automatic planning are shown in Figure 12. When this system was applied, 

the next layer of embankment plan was automatically generated from the results of the vibration roller construction 
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and used for the bulldozer construction. When this system was applied, the next layer of embankment plan was 
automatically generated from the results of the ICT vibration roller construction and used for the construction of 
the ICT bulldozer. The construction history used for the automatic planning is stored in a BIM model, and when 
the BIM model was checked using VR (Figure 13), it was found to be more efficient than the conventional 
management method, as it was easier to grasp the consistency. When plans are changed, the BIM model is 
automatically updated and the planning files for ICT construction machinery are automatically output, eliminating 
the need for on-site staff to edit the BIM model. As a use case, the plan was modified when it became necessary 
to construct with dump trucks passing halfway across the embankment against the cross section of the embankment 
(Figure 14). The width of the embankment must be divided in half, and the sliding must be site matched so that 
the difference in elevation between the left and right sides is not too large. 

The work efficiency when changes occur in the plan is shown in Table 2. While the conventional method 
required modeling work for new plans, this method does not, and the instructions to the operators of the ICT 
construction machinery are easier to follow, thus reducing staff labor by 0.8 man-days. Thus, changes in plans can 
be made easily. In addition, construction records and plan changes on the BIM model could be accurately 
confirmed even from remote locations such as the office, since the details are integrated into the VR space at any 
time. Daily planning can be facilitated in this way. In addition, in confirming the construction records and plan 
changes on the BIM model, the details were integrated into the VR space at any time so that they could be 
accurately identified from remote locations such as the office. By managing construction records in BIM, it is 
possible to visualize the status of workmanship and compaction in an easy-to-understand manner, eliminating the 
need to create conventional forms. In addition, since the details of the BIM model, including construction records, 
can be checked via a web system, construction sites with many hazardous areas can be managed safely from a 
remote location. 
 

      
 

Figure 12. Results of applying automatic planning         Figure 13. VR confirmation of construction 
                                                            data registered in BIM (VR-space) 
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Table 2. The work effort 

  
 

In addition, although it was only a part of the construction project, it was possible to automatically generate 
plans for ICT construction machinery from the construction history data, and to perform the embankment 
according to those plans. During the process of earthwork, daily minor plan changes occur frequently, but it is 
difficult to quickly make changes to plans in BIM and to maintain consistency in the management of quality 
records. This method is likely to eliminate this gap. 

Automatic planning will be an important component of automated construction in the future (Otsuki et al., 
2020). It is also very important to ensure safety by making the sites where automated construction is performed 
unmanned. We believe that the automatic planning method and VR-based site confirmation technology 
demonstrated here are important for the future of the construction industry, and we intend to make improvements 
and expand the functionality of the system. 
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Abstract: Unmanned aerial vehicles (UAVs), equipped with small and compact oblique camera systems, are 
revolutionizing the field of mapping and surveying by providing highly detailed and accurate 3D maps of terrain 
that were previously difficult to generate. By processing oblique images captured by these systems, a range of 
products can be generated, including true orthophotos, 3D city models by colorized point cloud, 3D textured city 
models, oblique viewer with easy 3D measuring capability, and precise multi-view 3D object measurement. These 
products offer unparalleled flexibility and all-purpose applications with accuracy, making UAV-based oblique 
camera systems well suited for a wide range of applications supporting city administration, such as Building and 
Construction Information Modeling (BIM/CIM), urban planning, infrastructure development, building control 
regulation/legislation, and finally the digital twin. This paper explores the potential of these modern mapping 
products and highlights their benefits and limitations in the case of megacities, e.g., Bangkok. The paper discusses 
the impact of small and compact UAV-based oblique camera systems on the mapping and surveying industry and 
emphasizes the need for ongoing research and development in this rapidly evolving field. 
 
Keywords: UAVs, Oblique camera system, 3D city model, 3D geoinformation, Multi-view object measurement 
 
1. INTRODUCTION 

The use of multi-head camera systems mounted on unmanned aerial vehicles (UAVs) has emerged as a 
game changer in the field of mapping and surveying by capturing nadir and oblique photographs simultaneously; 
these camera systems provide a rich source of geometric information, which significantly enhances the 
interpretation and classification of terrain features (Remondino & Gerke, 2015; Gerke et al., 2016). The technology 
not only improves mapping efficiency, but it also facilitates the acquisition of multi-view images, resulting in a 
higher number of images for further multi-view geometry and point cloud processing (Bannakulpiphat et al., 2022). 
With the advent of UAVs equipped with oblique camera systems, the generation of highly accurate and detailed 
3D terrain maps, especially in urban areas, has become feasible for applications such as urban planning, 
infrastructure development, building control regulation/legislation, and building and Construction Information 
Modeling (BIM/CIM). These systems have dramatically improved the interpretation and classification of terrain 
characteristics, such as structures and vegetation cover, that were previously difficult to identify using traditional 
mapping methods. 

This article aims to explore the potential of oblique camera systems mounted on unmanned aerial vehicles 
(UAVs) in mapping and surveying, highlighting their benefits and limitations in the context of megacities. The 
paper focuses on the products that can be generated by processing oblique images, such as true orthophotos, 3D 
city models with colorized point clouds, 3D textured city models, oblique viewers with easy 3D measuring 
capability, and precise multi-view 3D object measurements. These products provide unparalleled flexibility and 
accuracy, making UAV-based oblique camera systems suitable for a wide range of applications. 
 
2. UAV-BASED OBLIQUE CAMERA SYSTEMS FOR MAPPING AND SURVEYING 

To successfully utilize UAV-based oblique camera systems for mapping and surveying, several essential 
steps are required. First, planning and preparing flights, including obtaining the necessary permits. The ground 
control point (GCP) coordinates are then established and measured to ensure accurate positioning and project 
control. During the mission flight, on-site image quality checks are performed and aerial triangulation is computed 
and adjusted for nadir images for quality control purposes (Bannakulpiphat et al., 2023). A key difference of the 
oblique camera compared to the nadir camera mission is the introduction of the rig parameter. A photogrammetry 
camera rig is a system of multiple cameras that are arranged in a specific configuration and synchronized to capture 
a series of overlapping images of an object or scene from multiple angles. The design and selection of optimal rig 
parameters are critical to determining the best model for an oblique camera system. Bundle Block Adjustment 
(BBA) with constraint rig parameters is used to compute and adjust aerial triangulation. Finally, precise geotagged 
images with their orientations are generated, providing a foundation for producing those potential products, such 
as true orthophotos, 3D city models by colorized point cloud, 3D textured city models, oblique viewer with easy 
3D measuring capability, and precise multi-view 3D object measurement. Figure 1 illustrates the workflow to 
process images from an oblique camera system. 
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Figure 1. The workflow for processing images from an oblique camera system 
 
3. APPLICATIONS OF PRODUCTS FROM THE UAV OBLIQUE CAMERA MISSION 

There are five major mapping products from a UAV oblique camera mission, each of which can be applied 
to a variety of applications: 
3.1  True Orthophoto 

The “true orthophoto” accurately represents the Earth's surface by removing distortion and displacement 
caused by terrain relief in aerial photographs. The generation of true ortho needs to correct not only terrain 
distortion and relief displacement but also building and tree heights. True orthophotos are preferred for applications 
such as urban planning, engineering, and city administration, where accurate measurement of ground features is 
critical and there is no occlusion from high-rise buildings. Figure 2 compares two types of orthophoto generated 
by processing nadir and oblique images with the Google satellite image, called “ground ortho” captured at the 
same location, revealing significant differences. While the ground ortho offers a broad overview of the area with 
occlusion, the true orthophoto offers a more detailed, building standing-up, and accurate representation of the 
terrain due to its higher resolution and corrected distortion. True orthophoto facilitates the identification of 
individual features such as buildings, roads, and vegetation, unlike the satellite image, which suffers from 
distortion in areas with high-rise buildings and high vegetation that hide important details for most city applications. 
 

  
 

Figure 2. A comparison between the orthophotos (a) true ortho from UAV and (b) ground ortho from the very 
high-resolution satellite image from Google Map  

 
 

b a 
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Figure 2. A comparison between the orthophotos (a) true ortho from UAV and (b) ground ortho from the very 
high-resolution satellite image from Google Map  
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3.2  3D City Model by Colorized Point Cloud  
The 3D colorized point cloud city model is a mapping product based on dense point clouds generated from 

photogrammetry and computer vision techniques. The model generates a highly detailed representation of urban 
areas. It uses colored point cloud data to allow precise measurements and visualizations of buildings and structures 
(see Figure 3a). The colorization of point cloud data also facilitates the identification of different materials, such 
as buildings, roads, and trees, making it a useful tool for visualization and communication purposes. From the 
Chulalongkorn University block, we found that the 3D colorized point cloud model can be successfully 
reconstructed for most parts of the area, even in the corner of the city jungle. Overall, the 3D colorized point cloud 
city model is a powerful and versatile tool for analyzing and understanding urban environments. The 3D 
measurement directly on the point cloud data is also possible. 
 
3.3  3D Textured City Model 

A 3D textured city model refers to a digital 3D representation of a city or urban area that includes realistic 
surface textures applied to the geometry (see Figure 3b). This model is created using photogrammetry techniques 
that involve processing multiple overlapping images taken from different angles to create dense point clouds that 
represent the 3D geometry of the area. The textures are then applied to the point cloud to create a realistic 
representation of the city. This model has numerous applications in urban planning, architecture, and cultural 
heritage.  
  

 
Figure 3. Examples of (a) the 3D city model by colorized point cloud data and (b) the 3D textured city model 
generated from processing nadir and oblique images. The yellow rectangle in the image shows the area of the 

Engineering Centennial Memorial Building, located in the Faculty of Engineering at Chulalongkorn University. 
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3.4  Oblique Viewer with Easy 3D Measuring Capability 
The oblique viewer with easy 3D measuring capability is a product that offers a comprehensive and 

accurate representation of objects or surfaces in three dimensions from nadir and oblique images captured by 
UAVs. This mode of application is probably suited for urban planning and building control regulation/legislation 
by allowing users to view images taken from different angles, providing a more detailed understanding of the 
object's shape, texture, and other characteristics (see Figure 4). 
  

 
Figure 4. Example of images from an oblique viewer (a) front image, (b) left image, (c) nadir image, (d) right 

image, and (e) rear image  
 
3.5  Precise Multi-View 3D Object Measurement 

Precise multi-view 3D object measurement is a state-of-the-art photogrammetry technique that generates 
a highly accurate geometry of a UAV image block by retaining precise Interior Orientation Parameter (IOP) and 
Exterior Orientation Parameter (EOP) supporting 3D pointwise calculation from multiple images captured from 
different viewpoints (see Figure 5a). Unlike conventional 3D measurement photogrammetry, which relies on only 
two images and a two “stereo” projection ray. This multi-view approach uses the intersection of multiple projection 
rays to achieve greater precision and detail in modeling complex objects (see Figure 5b). This product is designed 
to provide a high level of precision when measuring 3D objects from multiple viewpoints. The system works by 
creating a bundle of 3D rays from the key point on the objects appearing from both nadir and oblique images. The 
resulting model can be viewed from various angles, allowing for precise measurements of the object's dimensions 
with an accuracy level up to the ‘centimeter’. In summary, the precise multi-view 3D object measurement 
technique is a powerful tool that provides high-precision measurements of 3D objects from multiple viewpoints, 
with numerous applications across building and construction information management. 
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Figure 5. Comparison of the intersection of the number of projection rays between processing (a) only nadir 
images and (b) nadir and oblique images 

 
The precise multi-view 3D object measurement enables highly accurate 3D measurements to be taken 

from nadir and oblique images captured by UAVs. By allowing users to view and measure objects from multiple 
angles, it provides a more comprehensive and accurate analysis of the data. The viewer's measurement capability 
is highly precise, enabling measurements of distance, height, and area with exceptional accuracy. In a city with 
dense high-rise buildings, measuring over the façade is important, as oblique images can capture the top of the 
object more accurately than vertical images. The product can be used to measure various objects, such as buildings, 
billboards, flags, and building signs (as shown in Figure 6), and provides coordinates and errors of the measured 
objects (as shown in Table 1). This kind of measurement can help to assess land, housing, and billboard taxation. 

 
Figure 6. Precise 3D measurement by oblique images of: (a) building, (b) billboard, (c) flag, and (d) building 

sign 
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Table 1. Result of the measurement of 3D precise points (Easting, Northing, Height Above Ellipsoid; HAE) with 
their error statistics. 

Name Point Coordinate (m) Error Statistics (m) 
Easting Northing HAE Easting Northing HAE 

Line 1  
(a) building 

P1 665833.42 1519109.99 28.46 0.05 0.03 0.07 
P2 665833.44 1519109.94 18.51 0.07 0.04 0.09 

Line 2 
(b) billboard 

P1 665289.89 1518862.05 -6.63 0.04 0.03 0.05 
P2 665289.94 1518862.06 -16.85 0.06 0.04 0.08 

Line 3 
(c) flag 

P1 665654.77 1519316.82 17.43 0.14 0.13 0.18 
P2 665655.15 1519316.67 -29.27 0.08 0.08 0.12 

Line 4 
(d) building sign 

P1 665584.37 1519972.94 95.73 0.04 0.20 0.20 
P2 665600.05 1519970.24 95.75 0.04 0.18 0.18 

 
4. CONCLUSIONS 

In conclusion, the processing of nadir and oblique image data captured by small and compact UAV-based 
oblique camera systems has resulted in the creation of valuable products for BIM/CIM applications. The true 
orthophoto accurately represented and completely revealed the ground surface, while the 3D city model and the 
3D textured city model provide detailed visual representations of urban areas with 3D measurement capability. 
Moreover, the oblique viewer and precise multi-view 3D object measurement products enable precise 
measurements and analysis of structures and objects in the captured images. These products have significantly 
impacted the mapping and surveying industry by enabling more efficient and accurate data collection and analysis 
for Building and Construction Information Modeling (BIM/CIM), urban planning, infrastructure development, 
building control regulation/legislation, and finally the digital twin. In addition, the mission of the UAV-based 
oblique camera has made mapping and surveying operations safer and more cost-effective by decreasing the need 
for manned aircraft and perhaps a small amount of ground survey work. However, ongoing research and 
development in this field is necessary to address challenges such as a huge amount of image capture with five-
time data growing, successive data processing, and future design of the service platform. Further advances in this 
rapidly evolving field have the potential to revolutionize the mapping and surveying industry and contribute to 
various applications, including urban planning, infrastructure development, and disaster management. 
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Abstract: In the Architecture, Engineering, and Construction (AEC) Industry, the model generation of structures 
and structural analysis are generally done in separate phases of a project. In order to achieve a more streamlined 
and efficient process for these phases, the interoperability of Building Information Modeling (BIM) and structural 
analysis was examined in this study. Since the integration of BIM and structural analysis involves data transfer 
between different platforms, there are interoperability challenges related to the accuracy and consistency of 
transferred data. This research study aimed to evaluate interoperability considering data integrity in the integration 
of BIM and structural analysis for multiple Levels of Development (LOD). Firstly, five LODs were considered to 
target a specific detail of structural analysis and digital modeling for a load-bearing system of a structure. Digital 
models employing BIM were created using the information gathered and identified LODs. Secondly, models 
suitable for structural analysis were generated and analyzed. Next, the data integrity was quantified based on a 
criterion involving different properties of the model, such as orientation, element type, connection, cross-section, 
length, compressive strength, and modulus of elasticity. In application to a study model and a model for an actual 
church wall structure, it is found that aside from data formats significantly affecting the data integrity, the 
mentioned properties influence the data integrity to varying degrees, thus, highlight the need for improvement in 
data transfer process for higher LODs. This study provides an evaluation of interoperability that may guide 
designers on how to proceed when conducting integration procedures during the modeling-analysis process by 
providing the data integrity values to be expected after the data transfer processes. 
 
Keywords:  Interoperability, Data Integrity, Structural Analysis, BIM, LOD   
 
1. INTRODUCTION  

The Building Information Modeling (BIM) is predominantly utilized in the design and construction phase, 
and is widely used in the Architecture, Engineering, and Construction industry to help architects, engineers, and 
managers achieve the best practice of the different phases in the life cycle of a structure. There are other processes 
involved under each phase, such as modeling, design, structural analysis, construction, facility management, 
demolition, etc. However, there is no single software that can be used to perform all these processes. Hence, data 
transfer processes are done between different platforms to account for the inability of these platforms to perform 
all procedures. Moreover, since there are multiple processes involved, there are also multiple stakeholders and 
professionals that need to collaborate in order to complete a project (Sampaio & Gomes, 2021).  

With the goal to integrate different processes and ensure that throughout the different phases, the data 
gathered and obtained from each collaborator is kept as accurate and consistent as possible, this study focuses on 
the integration of modeling and analysis, specifically, the BIM process that involves different extents of model 
detailing and the structural analysis of a structure. It evaluates interoperability by quantifying the data integrity 
throughout the integration process that could describe the accuracy and consistency of the data being transferred 
which is essential in achieving a collaborative and efficient process in construction and design projects. 

Interoperability is the ability of ICT systems and of the business processes they support to exchange data 
and to enable the sharing of information and knowledge mainly through different data formats (EIF, 2004). It 
improves communication while increasing the quality of information management during data transfer processes. 
However, given the limitations of data transfer processes, interoperability may be a problem when different 
platforms are used. To address this, file formats that enable interoperability were developed. BuildingSMART, 
formerly known as International Alliance for Interoperability (IAI), developed the Industry Foundation Classes 
(IFC) format. IFC is a platform neutral, open file format that is developed to enable interoperability between 
different platforms to improve collaborations between different stakeholders. Aside from IFC, another file format 
that enables interoperability is the Drawing Interchange Format or Drawing Exchange Format (DXF). However, 
unlike IFC which is used in BIM platforms, DXF is used mostly for CAD and similar programs. IFC and DXF are 
two of the few file formats that are available as export and import formats in different platforms. 

With the increasing adoption of BIM in engineering practice in the Philippines, it is important to address 
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the limited references focusing on interoperability in the integration of BIM and structural analysis.  
Interoperability can be evaluated through the quantification of data integrity which is the overall accuracy, 
completeness, and consistency of data over its lifecycle (Brook, 2020). A related study by Sampaio & Gomes 
(2021) analyzes BIM interoperability in structure design where several BIM and structural analysis software were 
used and compared. However, interoperability is not only affected by the software used. There are also other 
factors to look into such as the data transfer format and the BIM LOD which takes into consideration the variation 
in the elements included in the BIM model. These factors are considered in this study to further evaluate the BIM 
interoperability. Such studies may guide designers on how to proceed when conducting integration procedures 
during the modeling-analysis process by providing the data integrity values to be expected after the data transfer 
processes. 
 
2. METHOD 
2.1  Objectives and Scope of the Study 

The objective of the study is to evaluate interoperability considering data integrity in the integration of 
BIM and structural analysis for multiple LODs. The study proposes a quantification of the data integrity for 
multiple cases of data transfer involving different LODs and data formats. For this objective, the following 
activities were undertaken: (1) created the digital study models of a structure based on the selected LODs, and 
performed structural analysis; (2) proposed a scoring based on a criterion that involves different parameters in the 
model and evaluated the interoperability through the quantification of the data integrity after the data transfer 
processes; (3) applied the quantification on a model of an actual church wall structure.  

The created study models include structural features such as walls, reinforcements, supports, beams, 
columns, material properties, and foundations. Architectural features such as the windows and doors were not 
considered. The quantification of data integrity is limited to these elements following the evaluation criteria applied 
to such structural configurations in the study by Muller et al. (2017). 

Five LODs were used in the study, namely, LOD 100, LOD 200, LOD 300, LOD 400, and LOD 500. To 
describe each LOD: LOD 100 includes the main volume of the load bearing system; LOD 200 includes the main 
volume of the load bearing system and its material properties; LOD 300 includes the correct dimensions of the 
load bearing system (beams and columns) and the supports of the structure; LOD 400 includes the correct 
dimensions of the load bearing system (beams and columns), supports of the structure, reinforcements, and 
structural walls; LOD 500 includes the correct dimensions of the load bearing system (beams and columns), 
supports of the structure, reinforcements, structural walls, and foundations of the structure (Bertin et al., 2020). 

Two data formats were used to transfer the BIM models to the structural analysis platforms: Drawing 
Interchange Format (DXF) and Industry Foundation Classes (IFC). 

In this paper, the following softwares were used: BIM software (BS): Autodesk Revit 2021; structural 
analysis softwares: Autodesk Robot 2021 (SS1), CSI ETABS 2016 (SS2).  SS1 and SS2 are two software tools 
that are widely-used for structural analysis and design of buildings in the Philippines. SS1 is from the same 
developer as BS, while SS2 is from a different developer.  
 
2.2  Methodology 

Figure 1 shows the methodology used in the study. It consists of the data gathering, use of BIM design 
software, use of structural analysis software, and evaluation of interoperability considering the parameters shown 
on the lower right side of the figure. 

Figure 1. The methodology used in the study. 
 
(1) BIM model creation 

A study model was created for the developed procedure. Shown in Figure 2 are the dimensions of the 
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(1) BIM model creation 

A study model was created for the developed procedure. Shown in Figure 2 are the dimensions of the 

study model. The columns are 450 mm×600 mm cast-in-place concrete while the beams are 400 mm×800 mm 
cast-in-place concrete. The smaller column connecting the footing and the bigger column are 300 mm×450 mm 
cast-in-place concrete. The footings at the bottom are 1200 mm×1200 mm cast-in-place concrete that are 450 mm 
thick. The walls are 300 mm thick cast-in-place concrete. The material properties of cast-in-place concrete defined 
in BS is 23.250 GPa for the Young’s Modulus and 24.1 MPa for the concrete compressive strength. 
Reinforcements are 22 mm diameter steel bars, arbitrarily placed 300 mm away from the sides and 300 mm apart 
from each other. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Description of the Study Model 

 
(2) Structural Analysis 

The structural models were generated using the DXF and IFC data formats of the BIM models as inputs 
in SS1 and SS2. The structural details specified in the BIM (enumerated in the previous section) are carried over 
to the structural analysis model through the exported data formats and spreadsheets. Structural analysis was then 
performed using a superimposed uniformly distributed in-plane vertical load of 10 kN/m applied at the beams and 
the self-weight. It should be noted that prior to the structural analysis, corrections on member connectivity and 
boundary conditions may be introduced to the structural model to satisfy the stability requirement. 
 
(3) Evaluation of Interoperability by Quantification of Data Integrity 

After the structural analysis, the interoperability was evaluated by quantification of data integrity. During 
the model transfer process and data correction in the structural analysis part, the properties and data that were 
changed or lost after transferring were identified. Some of these are the changes in orientation (or proper position 
of the member axes), length, or material properties, some member connections are lost, and some elements are not 
transferred such as supports.  

The quantification of data integrity was based on an evaluation criteria adopted from a study by Muller et 
al. (2017). Muller et al. (2017) computes the data integrity by simply averaging the scores obtained without 
considering the weight of each property. In the current study each property is given a corresponding weight since 
each one has varying degree of accuracy required in structural analysis. To assign the weights of these properties, 
a decision matrix procedure was conducted which was adapted from The Quality Toolbox (Tague, 2005). The 
computation of the weights is shown in Table 1 where the decision matrix procedure was conducted. 

The decision matrix procedure starts with the assignments of rating. The rating scale was decided for 
member connectivity, length, orientation, cross section, mechanical property, and support condition, as described 
by related studies (Kim, 2021; Mugahed Amran et al., 2019; Porter, 2007). The rating scale values are values from 
1.0 to 3.0 that describe the required degree of accuracy of the property in structural analysis, with 1.0 being the 
lowest and 3.0 being the highest. The sum total of each rating scale was computed and the rating scales were all 
divided by this total amount. The results obtained are the weights for each property which was used for computing 
the weighted average of the quantification values of the data integrity. 

Table 2 shows the scoring system used for the quantification of data integrity. For unquantifiable 
parameters such as orientation and element type, a scoring similar to the Likert scale was used. In Muller et al.’s 
study, the scoring was limited to 0 (incomplete), 0.5 (partial), and 1 (complete). This does not take into 
consideration the value transferred, hence, for quantifiable parameters, the percentage amount of transferred data 
relative to the quantity of the original data in BS was computed instead.  
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Table 1. Assignments of weights for the weighted average 
Property Rating Scale Weight 

Modulus of Elasticity (E)  1.0 1.0/13.5 = 0.074 
Compressive Strength (f’c) 1.0 1.0/13.5 = 0.074 

Element type 1.5 1.5/13.5 = 0.111 
Length 2.0 2.0/13.5 = 0.148 

Cross Section  2.5 2.5/13.5 = 0.185 
Orientation  2.5 2.5/13.5 = 0.185 
Connection 3.0 3.0/13.5 = 0.223 

Total 13.5 1.000 
 

Table 2. Scoring system used in the evaluation 
Property Score 

Modulus of Elasticity (E) E1 / E2 , where E1 ≤ E2 
Compressive Strength (f’c) f’c1 / f’c2 , where f’c1 ≤ f’c2 

Element type 1 – correct; 0.5 – incorrect; 0 – no element 
Length Transferred length / Total initial length 

Cross Section Transferred area / Total initial area 
Orientation 1 – correct; 0.5 – incorrect; 0 – no element  
Connection No. of correct connections / No. of total connections 

 
2.3  Application to a Model of a Church Wall Structure  

This study applied the evaluation procedure to a model of an actual church wall structure. The dimensions 
and material properties were obtained from site-inspection and material survey: the columns are 450 mm×850 
mm cast-in-place concrete while the beams are 350 mm×800 mm cast-in-place concrete. The walls are 300 mm 
thick cast-in-place concrete. The modulus of elasticity of concrete is 23.25 GPa and the concrete compressive 
strength is 25.3 MPa. Reinforcements with 22 mm diameter were used. The rebar cover used was 100 mm and the 
reinforcements were placed 600 mm apart alternately. The LODs modeled were LOD 100, LOD 200, LOD 300, 
and LOD 400. LOD 500 was not considered due to insufficient information available for the foundation structure. 

Similar to the study model, BIM model was created and structural analysis was performed. Gravity loads 
were applied based on the actual structural settings. Lateral loads were applied in-plane and out-of-plane to the 
model following the earthquake loading specified in National Structural Code of the Philippines 2015 (NSCP 
2015).  
 
3. RESULTS 
3.1  Study Model 

Shown in Figure 3 below is the graph comparing the properties and elements for each LOD. As shown, 
LOD 200 has 9.6% more elements and properties than LOD 100; LOD 300 has 16.9% more elements and 
properties than LOD 200; LOD 400 has 33.3% more elements and properties than LOD 300; and LOD 500 has 
16.7% more elements and properties than LOD 400. 

 

 
Figure 3. Comparison of elements and properties present on each LOD for the study model  

 
Shown in Table 3 is a sample of the quantification values of the data integrity for a case of a study model 

(the nomenclature, case 500-I-SS1 of the table pertains to: “500” for LOD 500, “I” for IFC data format, and “SS1” 
for structural analysis software 1). Firstly, for the supports and reinforcements, since they are not transferred at all, 
a score of zero for all parameters was given. For the orientation, since the beams are incorrectly oriented, a score 
of 0.5 was given. For the foundations, the columns are incorrectly oriented, hence scored as 0.5. Since all the 
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Shown in Table 3 is a sample of the quantification values of the data integrity for a case of a study model 

(the nomenclature, case 500-I-SS1 of the table pertains to: “500” for LOD 500, “I” for IFC data format, and “SS1” 
for structural analysis software 1). Firstly, for the supports and reinforcements, since they are not transferred at all, 
a score of zero for all parameters was given. For the orientation, since the beams are incorrectly oriented, a score 
of 0.5 was given. For the foundations, the columns are incorrectly oriented, hence scored as 0.5. Since all the 

elements are disconnected from each other, a score of zero was given for the connections. For the lengths, the 
length of the beams and the walls are originally both 1.5 m but the transferred lengths are only 0.9 m. Computing 
the percentage by dividing 0.9 m by 1.5 m, a value of 0.6 was obtained. For the material properties, the value of 
the compressive strength of concrete in BS (BIM software) is 24.1 MPa while the compressive strength value 
interpreted in SS1 is 25 MPa. The percentage was then determined to be 0.964. Moreover, the value of Modulus 
of Elasticity (Young’s Modulus) in BS is 23.25 GPa while in SS1, it is 25 GPa. Computing for the percentage, a 
value of 0.93 was obtained. Lastly, for the rest of the elements with correct parameters transferred, a score of 1 
was given. The same scoring procedure was done for all other cases. Figure 4 gives a summary of the quantification 
for all the cases considered. 
 

Table 3. Quantification of data integrity for study model case 500-I-SS1 

 
 
 

 
Figure 4. Quantification of data integrity for all cases of the study model 

 
 
3.2  Model of a Church Wall Structure 

Figure 5 shows the BIM model of the church wall structure created using BS. Following the methodology, 
multiple LOD models was created for this structure.  

Figure 6 shows the graph comparing the properties and elements for each LOD. LOD 200 has 5.71% more 
elements and properties than LOD 100, LOD 300 has 43.81% more elements and properties than LOD 200, and 
LOD 400 has 40.00% more elements and properties than LOD 300. 
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Figure 5. Model for the church wall structure created in BS and its dimensions 

 
 

 
Figure 6. Comparison of elements and properties present on each LOD for the church wall model 

 
Figure 7 shows a sample of the deformed shape after performing structural analysis (the nomenclature, 

case 400-I-SS1 pertains to: “400” for LOD 400, “I” for IFC data format, and “SS1” for structural analysis software 
1). 

Shown in Figure 8 is a graph of the quantification values of the data integrity for all cases checked in the 
church wall model. Similar observations in the study model can be seen. Lower LODs have higher data integrity 
than higher LODs, and that as the LOD increases, the data integrity decreases. Higher LODs consist of more 
elements which makes it more challenging to transfer all the data correctly. Therefore, there is a need to improve 
the interoperability, especially for higher LODs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Deformed shape for the case 400-I-SS1 of church wall (displacement magnified 25×).  
 

Shown in Table 4 is a sample of the quantification values of the data integrity for a case of the church wall 
model (the nomenclature, case 400-I-SS1 of the table pertains to: “400” for LOD 400, “I” for IFC data format, and 
“SS1” for structural analysis software 1). Similar to the study model, since the supports and reinforcements are 
not transferred at all, a score of zero for all parameters was given. For the orientation, since the beams are 
incorrectly oriented, a score of 0.5 was given. Since all the elements are disconnected from each other, a score of 
zero was given for the connections. For the lengths, the length of the beams transferred was only 85.8% of the 

original model, hence, the value assigned was 0.858. For the material properties, the value of the compressive 
strength of concrete in BS (BIM software) is 25.3 MPa while the compressive strength value interpreted in SS1 is 
25 MPa. The percentage was then determined to be 0.988. Moreover, the value of Modulus of Elasticity (Young’s 
Modulus) in BS is 23.25 GPa while in SS1, it is 25 GPa. Computing for the percentage, a value of 0.93 was 
obtained. Lastly, for the rest of the elements with correct parameters transferred, a score of 1 was given. 

 
Table 4. Quantification of data integrity for the church wall model case 400-I-SS1 

 
 
 

 
Figure 8. Quantification of data integrity for all cases of the model of a church wall structure 

 
4. DISCUSSION 

The following are obtained after post processing the results for the cases: LOD 100 resulted to the highest 
average data integrity with a value of 80% for the study model, while LOD 500 was the lowest with 37.7% average 
data integrity. For the church wall model, LOD 100 also resulted to the highest average data integrity of 61.3% 
and LOD 400 had the lowest value, 37.2%. Based on the data formats used, IFC resulted to 70.6% average data 
integrity, while DXF resulted to 39.7% average data integrity for the study model. For the church wall model, IFC 
also resulted to a higher average data integrity than DXF (57.0% for IFC and 43.1% for DXF).  

Based on the elements of the study model, the columns obtained the highest average data integrity which 
is 63.41%, while reinforcements obtained the lowest with a value of 0.00% since no reinforcements were 
transferred. For the elements of the church wall model, columns also obtained the highest average data integrity 
of 56.82%, while reinforcements also obtained 0.00% data integrity. Lastly, for the properties, the length obtained 
the highest average data integrity of 81.70%, while the compressive strength obtained the lowest value of 33.18% 
for the study model. For the church wall model, the length also obtained the highest value which is 87.52% and 
the compressive strength also obtained the lowest value which is 26.88%. 

Based on the results above, it is observed that aside from data formats significantly affecting the data 
integrity, the mentioned properties influence the data integrity to varying degrees. Through the computation of 
percentage in the scoring of quantifiable parameters, a clearer description of the transferred data was obtained 
rather than simply assigning scale values of 0, 0.5, and 1. Additionally, computing the average considering the 
weight of each parameter affected the overall results since the required degree of accuracy of the parameters on 
structural analysis was taken into account. This highlights the need for further studies on quantification of the data 
integrity to improve the data transfer process, especially for the case of higher LODs.  
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5. CONCLUSION 
This study evaluated interoperability considering data integrity in the integration of BIM and structural 

analysis for multiple LODs. The study proposed an approach to quantify the data integrity for multiple cases of 
data transfer involving different LODs, data formats, and structure analysis tools used. The evaluation procedure 
involves quantifying the data based on different parameters – orientation, element type, connection, cross-section, 
length, compressive strength, and modulus of elasticity. 

The study demonstrates a procedure that may help in maximizing the efficiency of a design and 
minimizing errors in the entire design and management processes through the integration of BIM and structural 
analysis. The study presents a procedure on the quantification of data integrity through visual inspection and 
scoring based on a criterion that involves different parameters in the model. This procedure can be performed 
using different data formats and structural analysis tools, aside from those used in this study. 

Data correction consumes a lot of human and computer effort, hence, higher time and financial costs. 
However, this study provides an evaluation of interoperability that may guide designers on how to proceed when 
conducting integration procedures during the modeling-analysis process by providing the data integrity values to 
be expected after the data transfer processes. 
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Abstract: Building Information Modeling(BIM) opened up many possibilities for construction industry. However, 
most studies focus mainly on its overall uses and management areas. By investigating real projects that could 
utilize BIM in design phases for a railway construction, the authors try to examine possible advantages and 
disadvantages in BIM implementation. To do so, the authors have selected three projects with BIM implementation 
during design process and three other projects with non-BIM, traditional design working environment. Similar 
scale projects were carefully chosen and their differences in costs, man-hours, and labor forces were analyzed 
quantitatively. In addition, an in-depth interview was conducted with four BIM designing firms to provide a more 
comprehensive perspective on advantages and issues in BIM implementation. The average results show that BIM 
implemented projects spent $65,800 less than their counterparts and can increase about 2.9% of productivity. More 
importantly, the difference between BIM and non-BIM projects are in their man-hours. BIM adopted projected 
spend 103.5 days less than non-BIM projects on average and required 3 less professional labor forces during the 
entire design process.  
 
Keywords: Building Information Modeling(BIM); Cost Analysis; BIM Environments; Rail BIM 
 
1. INTRODUCTION 

Building Information Modeling(BIM) provides nD Computer-Aided Drawing (CAD) services that are 
traditionally not available in many cases (Mesároš, Smetanková et al. 2019, Jo 2020, Raja Mohd Noor, Che 
Ibrahim et al. 2021). BIM is an effective tool to manage construction process in a number of different 
circumstances, and its information-oriented interface is a powerful tool for every step in construction (Enshassi, 
Hamra et al. 2018, Kim, Hadadi et al. 2018, Hong, Hammad et al. 2019, Ahuja, Sawhney et al. 2020, Malik, Nasir 
et al. 2021). With its capability of representing physical and functional characteristics of a facility in a digital 
representation, BIM is regarded as a key ingredient for future construction industry.  

One of the significant features of BIM is in its transparent information sharing and facility abilities. In 
addition, interactive operations for the clients or users through the entire project life cycle is considered another 
important dimension (Liu, Wang et al. 2017, Sepasgozar, Costin et al. 2022). For example, BIM-enabled facility 
management includes visualization, interoperability, and real-time data accessibility as the top most cited benefits 
realized (Pishdad-Bozorgi 2017). BIM capabilities save the costs associated with inadequate interoperability and 
the time often wasted in searching of information, manually inputting data, and analyzing data (Sepasgozar, Costin 
et al. 2022). Using new information systems and models such as 5D BIM, all the design options, including the 
associated costs of each design scenario, can be evaluated concurrently (Sacks, Bloch et al. 2019).  

However, although its numerous possibility for construction innovation, the utility and effectiveness have 
not been tested properly. Some studies have articulated the use of BIM and its advantages in construction, but most 
of them are theoretical, not practical (Chang and Hsieh 2020, Teng, Xu et al. 2022, Xia, Liu et al. 2022). Many of 
the studies emphasize the theoretical perspectives of using BIM and thus, do not suggest a more specific argument 
in economic terms (Enshassi, Hamra et al. 2018, Gupta, Jha et al. 2020, Manzoor, Othman et al. 2021). 

If BIM is an effective tool to support construction industry and change the way we design a facility, then 
its advantages in terms of costs should be studied in a more detailed manner. This study is to provide an insight to 
such obstacles in BIM research. By investigating real projects that have utilized BIM in design phases for a railway 
construction, the authors try to examine possible advantages and disadvantages in BIM implementation. To do so, 
the authors have selected three projects with BIM implementation during design process and three other projects 
with non-BIM, traditional design working environment. Similar scale projects were carefully chosen and their 
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differences in costs, man-hours, and labor forces were analyzed quantitatively. In addition, an in-depth interview 
was conducted with four BIM designing firms to provide a more comprehensive perspective on advantages and 
issues in BIM implementation.  

 
2. METHOD 
2.1  Research Framework 

To properly understand the working environment of BIM in a railway construction, the authors conducted 
a comprehensive survey on BIM designing process. The first part of the survey involves quantitative measures, 
such as man-hour changes, labor charge, and others. The other part of the survey is designed to capture qualitative 
measures, such as difficulties in BIM working environment or benefits of using BIM. For survey collection, two 
professionals from each firm were selected from firm A, B, and C: BIM manager and BIM coordinator. A total of 
6 experts had spent approximately 2.5 hours to answer the quantitative measures, and the authors have reorganized 
survey answers to properly put into equations. Some firms had very specific records to answer each of the 
quantitative measure, but some had to decide based on managers’ memory, requiring more scrutiny in interpreting 
answers. In addition to those 6 professionals, a BIM manager from firm D had participated in an in-depth interview 
for qualitative measures. In-depth interviews took about 5 hours (in a 2-day visiting) to complete the survey. 
 

Table 1. Basic information about the selected 6 firms and projects 

BIM 
Use Firms Project 

Type 

Total 
Project 
Length 

Total Project 
Duration 

Total No. of 
Professional 
Engineers 

No. of 
Professional BIM 

Engineers 
Project Location 

BIM 
A 

Subway 
Extension 

1.96km 60months 51 15 Seoul Vicinity 
B 5.21km 95months 78 18 In Seoul 
C 1.73km 60months 48 12 Seoul Vicinity 

Non-
BIM 

D 2.15km 60months 60 
N/A 

Daejeon Vicinity 
E 4.97km 95months 85 In Seoul 
F 1.81km 60months 50 Seoul Vicinity 

 
To properly conduct a comparative research, the authors have selected similar scale projects from both 

BIM and non-BIM sides. All of the projects are coming out from subway line extensions. Three of them are located 
inside of Seoul Metropolitan area, whereas two exist in the vicinity of Seoul and one is part of Daejeon 
Metropolitan area, the 6th largest city in Korea. As can be seen, firm A and D indicate similar project length, 
duration, number of engineers, and the location. Firm B and E, and firm C and F can be matched with their similar 
characteristics. Because all of the projects are still under construction, other information, such as total budget, 
exact location, specific participants, is considered confidential and cannot be disclosed at this moment. Table 1 
summarize this result. 

 
2.2  Quantitative Measurements 

Quantitative measures are divided into four categories asking 14 different questions, whereas qualitative 
measures are divided into 5 categories with 16 questions. Four categories for quantitative questions are: 1) planning 
stage; 2) BIM modeling; 3) education and support; and 4) relevant meetings, and qualitative questions are divided 
into: 1) the Level-Of-Detail(LOD) for the products; 2) design errors and difficulties; 3) budget change in BIM 
application; 4) satisfaction rate; and 5) the use of guidelines for BIM. Table 2 indicates quantitative survey 
questions.  

 
Table 2 Survey questions for quantitative and qualitative measures 

Quantitative Measures 
Categories Areas of Questions 

Planning Stage Planned budget for design and planning stage 

BIM Modeling 

Man-hour for creating BIM modeling based on different LODs 
Error processing time and amount of labor force for BIM modeling 
Man-hour and the number of labors for designing phase 
Labor charge for BIM coordination 



247

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

differences in costs, man-hours, and labor forces were analyzed quantitatively. In addition, an in-depth interview 
was conducted with four BIM designing firms to provide a more comprehensive perspective on advantages and 
issues in BIM implementation.  

 
2. METHOD 
2.1  Research Framework 

To properly understand the working environment of BIM in a railway construction, the authors conducted 
a comprehensive survey on BIM designing process. The first part of the survey involves quantitative measures, 
such as man-hour changes, labor charge, and others. The other part of the survey is designed to capture qualitative 
measures, such as difficulties in BIM working environment or benefits of using BIM. For survey collection, two 
professionals from each firm were selected from firm A, B, and C: BIM manager and BIM coordinator. A total of 
6 experts had spent approximately 2.5 hours to answer the quantitative measures, and the authors have reorganized 
survey answers to properly put into equations. Some firms had very specific records to answer each of the 
quantitative measure, but some had to decide based on managers’ memory, requiring more scrutiny in interpreting 
answers. In addition to those 6 professionals, a BIM manager from firm D had participated in an in-depth interview 
for qualitative measures. In-depth interviews took about 5 hours (in a 2-day visiting) to complete the survey. 
 

Table 1. Basic information about the selected 6 firms and projects 

BIM 
Use Firms Project 

Type 

Total 
Project 
Length 

Total Project 
Duration 

Total No. of 
Professional 
Engineers 

No. of 
Professional BIM 

Engineers 
Project Location 

BIM 
A 

Subway 
Extension 

1.96km 60months 51 15 Seoul Vicinity 
B 5.21km 95months 78 18 In Seoul 
C 1.73km 60months 48 12 Seoul Vicinity 

Non-
BIM 

D 2.15km 60months 60 
N/A 

Daejeon Vicinity 
E 4.97km 95months 85 In Seoul 
F 1.81km 60months 50 Seoul Vicinity 

 
To properly conduct a comparative research, the authors have selected similar scale projects from both 

BIM and non-BIM sides. All of the projects are coming out from subway line extensions. Three of them are located 
inside of Seoul Metropolitan area, whereas two exist in the vicinity of Seoul and one is part of Daejeon 
Metropolitan area, the 6th largest city in Korea. As can be seen, firm A and D indicate similar project length, 
duration, number of engineers, and the location. Firm B and E, and firm C and F can be matched with their similar 
characteristics. Because all of the projects are still under construction, other information, such as total budget, 
exact location, specific participants, is considered confidential and cannot be disclosed at this moment. Table 1 
summarize this result. 

 
2.2  Quantitative Measurements 

Quantitative measures are divided into four categories asking 14 different questions, whereas qualitative 
measures are divided into 5 categories with 16 questions. Four categories for quantitative questions are: 1) planning 
stage; 2) BIM modeling; 3) education and support; and 4) relevant meetings, and qualitative questions are divided 
into: 1) the Level-Of-Detail(LOD) for the products; 2) design errors and difficulties; 3) budget change in BIM 
application; 4) satisfaction rate; and 5) the use of guidelines for BIM. Table 2 indicates quantitative survey 
questions.  

 
Table 2 Survey questions for quantitative and qualitative measures 

Quantitative Measures 
Categories Areas of Questions 

Planning Stage Planned budget for design and planning stage 

BIM Modeling 

Man-hour for creating BIM modeling based on different LODs 
Error processing time and amount of labor force for BIM modeling 
Man-hour and the number of labors for designing phase 
Labor charge for BIM coordination 

Man-hour for model check and quality management 
Total working hours for creating BIM models 

Education & Support 
Hours of education for BIM utilization 
Initial investment for adopting BIM 
Types of software and the cost of maintaining it 

Relevant Meetings 
Additional meetings required for using BIM 
Meetings for error and interference check for BIM model 

* Same questions were delivered to non-BIM firms but without using BIM 
 
The authors were dispatched to each firm and met BIM managers and coordinators to properly collect the 

required survey questionnaires. In addition, in-depth interviews were conducted with BIM managers for qualitative 
questions. All of the projects are for subway extensions, started the design process between 2019 and 2020, and 
thus price inflation was not a consideration for the cost estimates. Table 4 shows the measurements results for BIM 
applied projects. Total costs, man-hour and the estimated labor fees for each survey question are estimated. 
 

Table 3. Man-hour and the number of labor for BIM projects 

Item Code Descriptions 

Firm A Firm B Firm C 
Man-
hour 

(days) 

No. 
of 

labor 

Cost 
estimates 

($) 

Man-
hour 

(days) 

No. 
of 

labor 

Cost 
estimates 

($) 

Man-
hour 

(days) 

No. 
of 

labor 

Cost 
estimates 

($) 

Planning (a) Plan 
management 3.3 1 8,000 5 2 17,000 3.3 1 15,000 

BIM 
Modeling 

(b) Drawing & 
scheduling 70 4 14,000 60 2 40,000 70 4 26,500 

(c) Design stage 
30 2* 

94,000 
60 1* 

168,000 
30 1* 

70,000 30 3** 90 2** 30 2** 
30 2*** 60 2*** 30 2*** 

(d) Model 
coordination 30 10 50,000 90 4 72,000 30 7 70,000 

(e) 

Model 
check & 
quality 
control 

7 2 10,000 30 2 12,000 1.6 2 5,000 

Education 
& Support 

(f) BIM 
education 0.2 5 3,000 0.3 2 900 1.6 6 2,500 

(g) BIM initial 
investment N/A 

10,000 
N/A 

68,000 
N/A 

10,000 

(h) Maintenance 
costs 20,000/yr 20,000/yr 30,000/yr 

Relevant 
Meetings 

(i) Emergency 
meetings 0.4 2 600 0.1 2 600 0.1 2 1,200 

(j) 
Model 
check 

meetings 
0.5 2 1,200 0.1 2 1,200 0.3 2 4,800 

Total 201.4 33 210,800 395.5 21 410,500 196.9 29 235,000 
Average for three firms 263.6days  /  27.7men  /  $283,285 

*: BIM manager     **: BIM coordinator    ***: BIM modeler 
 1. Labor charge for BIM manager differs but the average among three firms was $10,000/month. 
 2. Labor charge for BIM coordinator differs but the average among three firms was $14,000/month. 
 3. Labor charge for BIM modeler differs but the average among three firms was $16,000/month. 

 
As can be seen in table 3, each project requires about 200~300 days for design stage. The longest duration 

for designing stage was BIM modeling. Firm A and C spent about 160 days for model design and another 30 days 
for its coordination, whereas firm B spent 270 days for modeling and another 90 days for coordination. According 
to the BIM manager, the project for firm B was a larger scale project and had a hard time for its difficult 
geographical location, requiring for more in-depth modeling and checking time for a BIM model. As a result, even 
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though the total number of input labor was the smallest, the total amount for BIM costs and man-hour came out as 
the highest. Due to the different size, and geographic situation, firm B generally shows higher costs in project 
planning and BIM modeling. 

As for the BIM modeler, coordinator, and manager, each firm provides different labor charge based on 
the level of experiences and contract details. Therefore, the average among three firms was implemented to 
calculate BIM modeling costs. BIM education and urgent meetings were not the major parts of the total estimates 
(16.5% for firm A, 22.1% for firm B, 21% for firm C). However, a big difference comes from BIM investments. 
Firm A and C mainly use AutoDesk Revit for its BIM modeling, but firm B uses a number different packages 
combined paying for higher fees for its license charge. 
 

Table 4. Man-hour and the number of labor for non-BIM projects 

Item Code Descriptions 

Firm D Firm E Firm F 
Man-
hour 

(days) 

No. 
of 

labor 

Cost 
estimates 

($) 

Man-
hour 

(days) 

No. 
of 

labor 

Cost 
estimates 

($) 

Man-
hour 

(days) 

No. 
of 

labor 

Cost 
estimates 

($) 

Planning (a) Plan 
management 1.0 1* 11,000 2 2* 11,000 4.5 2* 12,000 

Design 
Drawings 

(b) Drawing & 
scheduling 90 2* 24,000 80 2* 

1** 28,000 60 2** 16,000 

(c) Design stage 100 10* 159,000 300 6* 

2** 270,000 210 7* 

1** 175,000 

(d) Detail 
drawing 40 12* 63,600 100 2** 

1** 35,000 60 4* 

1** 32,000 

(e) 

Drawing 
check & 
quality 
control 

10 10* 13,300 20 5* 10,000 10 3* 3,000 

Relevant 
Meetings 

(i) Emergency 
meetings 3 1** 

1*** 1,250 2 2** 600 3 1* 
2** 1,100 

(j) 
Drawing 

check 
meetings 

3 
2* 
1** 
1*** 

2,050 3.3 1* 
2** 1,330 2.3 2** 1,230 

Total 247 41 274,200 507.3 26 355,930 349.8 25 240,330 
Average for three firms 368.1days  /  30.7men  /  $290,153 

*: Entry level professional engineers  
**: Intermediate level professional engineers  
***: Experienced level professional engineers  
Engineers’ fee was calculated based on national labor standard for Korean construction industry. 
 

Table 4 is the man-hour and labor charge for non-BIM projects. According to the results, firm E shows 
higher costs than the other two firms. The chief designer indicated that firm E’s project was relatively large in its 
size and more complicated compared to general projects, requiring for more time and labor during design and 
detail drawing stage. Firm F consumed more man-hour than firm D (349.8 days vs. 247 days), but their project 
difficulty was relatively low and for that reason, the number of labor and the level of expertise for the engineers 
were lower than firm D.  

According to the results, the average man-hours for three firms to complete design task took about 368.1 
days with 30.7men, costing $290,153. Non-BIM projects took longer than a year to complete the design process. 
We can see that the average man-hours for BIM projects was 263.6 days, whereas non-BIM projects took about 
368.1 days. It means non-BIM projects needed about 105 more days to complete the project. In addition, BIM 
projects required 27.7 labors to end up the projects and non-BIM needed 30.7 men to finish the projects, making 
it about 3 labor differences. Lastly, the average costs for BIM adopted projects was $283,285/year and the same 
item for non-BIM projects was $290,153/year, creating the difference about $6,868. This may not be a significant 
difference but considering that man-hour and labor inputs also vary based on BIM utilization, the effectiveness of 
using BIM can be understood in a greater magnitude. 
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though the total number of input labor was the smallest, the total amount for BIM costs and man-hour came out as 
the highest. Due to the different size, and geographic situation, firm B generally shows higher costs in project 
planning and BIM modeling. 

As for the BIM modeler, coordinator, and manager, each firm provides different labor charge based on 
the level of experiences and contract details. Therefore, the average among three firms was implemented to 
calculate BIM modeling costs. BIM education and urgent meetings were not the major parts of the total estimates 
(16.5% for firm A, 22.1% for firm B, 21% for firm C). However, a big difference comes from BIM investments. 
Firm A and C mainly use AutoDesk Revit for its BIM modeling, but firm B uses a number different packages 
combined paying for higher fees for its license charge. 
 

Table 4. Man-hour and the number of labor for non-BIM projects 

Item Code Descriptions 

Firm D Firm E Firm F 
Man-
hour 

(days) 

No. 
of 

labor 

Cost 
estimates 

($) 

Man-
hour 

(days) 

No. 
of 

labor 

Cost 
estimates 

($) 

Man-
hour 

(days) 

No. 
of 

labor 

Cost 
estimates 

($) 

Planning (a) Plan 
management 1.0 1* 11,000 2 2* 11,000 4.5 2* 12,000 

Design 
Drawings 

(b) Drawing & 
scheduling 90 2* 24,000 80 2* 

1** 28,000 60 2** 16,000 

(c) Design stage 100 10* 159,000 300 6* 

2** 270,000 210 7* 

1** 175,000 

(d) Detail 
drawing 40 12* 63,600 100 2** 

1** 35,000 60 4* 

1** 32,000 

(e) 

Drawing 
check & 
quality 
control 

10 10* 13,300 20 5* 10,000 10 3* 3,000 

Relevant 
Meetings 

(i) Emergency 
meetings 3 1** 

1*** 1,250 2 2** 600 3 1* 
2** 1,100 

(j) 
Drawing 

check 
meetings 

3 
2* 
1** 
1*** 

2,050 3.3 1* 
2** 1,330 2.3 2** 1,230 

Total 247 41 274,200 507.3 26 355,930 349.8 25 240,330 
Average for three firms 368.1days  /  30.7men  /  $290,153 

*: Entry level professional engineers  
**: Intermediate level professional engineers  
***: Experienced level professional engineers  
Engineers’ fee was calculated based on national labor standard for Korean construction industry. 
 

Table 4 is the man-hour and labor charge for non-BIM projects. According to the results, firm E shows 
higher costs than the other two firms. The chief designer indicated that firm E’s project was relatively large in its 
size and more complicated compared to general projects, requiring for more time and labor during design and 
detail drawing stage. Firm F consumed more man-hour than firm D (349.8 days vs. 247 days), but their project 
difficulty was relatively low and for that reason, the number of labor and the level of expertise for the engineers 
were lower than firm D.  

According to the results, the average man-hours for three firms to complete design task took about 368.1 
days with 30.7men, costing $290,153. Non-BIM projects took longer than a year to complete the design process. 
We can see that the average man-hours for BIM projects was 263.6 days, whereas non-BIM projects took about 
368.1 days. It means non-BIM projects needed about 105 more days to complete the project. In addition, BIM 
projects required 27.7 labors to end up the projects and non-BIM needed 30.7 men to finish the projects, making 
it about 3 labor differences. Lastly, the average costs for BIM adopted projects was $283,285/year and the same 
item for non-BIM projects was $290,153/year, creating the difference about $6,868. This may not be a significant 
difference but considering that man-hour and labor inputs also vary based on BIM utilization, the effectiveness of 
using BIM can be understood in a greater magnitude. 

3. RESULTS 
Table 5 explains cost difference between BIM and non-BIM projects. As can be seen, firms with BIM 

implementation required an average of $13,333 and non-BIM spent $11,333, making it about $2,000 difference in 
planning stage. For designing, firms with BIM spent an average of $210,500 for its design and modeling, whereas 
non-BIM firms spent an average of $276,300, making the difference about $65,800. This is a notable difference 
as BIM utilized firms spent an additional cost for its software purchase and support. The average cost for BIM 
education and support came out as an average of $54,800 annually. But the total costs for BIM projects were not 
too significantly different. 

According to the average costs, although BIM firms spent more investments on education and support, 
planning stage, and relevant meetings, the entire design work took $65,800 less than non-BIM firms, making all 
other spending compensated. This is an interesting result because once BIM model is set up, then there are not too 
much associated costs for other related works, such as detail design, 3D modeling, and so forth. Therefore, BIM 
may require more investments upfront, but durability and utility of the products are more versatile and the costs 
can be compensated with subsequent works.  
 

Table 5. Costs comparison between BIM and non-BIM projects 

 Planning 
stage 

BIM 
modeling  

Design 
drawings 

Education & 
support 

Relevant 
meetings Total 

BIM 
Projects 

Firm A 8,000 168,000 N/A 33,000 1,800 210,800 
Firm B 17,000 292,000 N/A 88,900 1,800 399,700 
Firm C 15,000 171,500 N/A 42,500 6,000 235,000 

Average 13,333 210,500 N/A 54,800 3,200 281,833 

Non-BIM 
Projects 

Firm D 11,000 N/A 259,900 N/A 3,300 274,200 
Firm E 11,000 N/A 343,000 N/A 1,930 355,930 
Firm F 12,000 N/A 226,000 N/A 2,330 240,330 

Average 11,333 N/A 276,300 N/A 2,520 290,153 

* All costs are calculated in yearly basis. 
Table 6 indicates labor and man-hour difference between BIM and non-BIM implementations. According 

to the results, firm B spent the highest number of man-hours in BIM projects but the number of labor was the 
smallest. The difference between firm A and B in terms of man-hour is about 194 hours and firm C showed the 
lease amount of man-hours for designing. Firm A shows the highest number of labor for its project, about 12 more 
than firm B and about for more than firm C. The average revealed that BIM projects require about 264.6 man-
hours and 27.7 labor forces.  

 
Table 6. Man-hour and labor comparison between BIM and non-BIM projects 

 Planning 
stage 

BIM 
modeling  

Design 
drawings 

Education 
& support 

Relevant 
meetings Total 

BIM 
Projects 

Firm A Man-hour 3.3 197 N/A 0.2 0.9 201.4 
Labor 1 23 N/A 5 4 33 

Firm B Man-hour 5 390 N/A 0.3 0.2 395.5 
Labor 2 13 N/A 2 4 21 

Firm C Man-hour 3.3 191.6 N/A 1.6 0.4 196.9 
Labor 1 18 N/A 6 4 29 

Average Man-hour 3.9 259.5 N/A 0.7 0.5 264.6 
Labor 1.3 18 N/A 4.3 3 27.7 

Non-
BIM 

Projects 

Firm D Man-hour 1 N/A 240 N/A 6 247 
Labor 1 N/A 34 N/A 6 41 

Firm E Man-hour 2 N/A 500 N/A 5.3 507.3 
Labor 2 N/A 19 N/A 5 26 

Firm F Man-hour 4.5 N/A 340 N/A 5.3 349.8 
Labor 2 N/A 18 N/A 5 25 

Average Man-hour 2.5 N/A 360 N/A 5.5 368.1 
Labor 1.7 N/A 23.7 N/A 5.3 30.7 
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Firm E spent about 500 hours for design drawing with 19 labors, making it the longest number of man-
hours among non-BIM projects. Firm D spent the highest number of labor for design stage and firm F shows the 
least amount of labor for its design process. The average results show that non-BIM projects require about 368.1 
man-hours to complete the projects with 30.7 professionals. Comparing to BIM projects, non-BIM projects spent 
about 103.5 more man-hours with 3 more labor forces. This could be a significant result because the average cost 
difference between BIM and non-BIM projects was about $65,800 but the number of man-hours differ to a greater 
degree. Observing the average, non-BIM projects took about 103.5 days longer than BIM projects to complete its 
design process. Although $65,800 could not be a significant difference in terms of investments per year, the time 
difference seems a noteworthy result.  

According to the cost comparison, firm A spent $210,800 for its project design, whereas firm D spent 
$274,200 for the same process. It could be understood that BIM utilization may increase the productivity by 23.1% 
roughly. On the other hands, based on the result between firm B and E, BIM implementation did not increase 
productivity of the design process, rather the productivity has gone down by about 11%. This cannot be a complete 
measure to judge about BIM efficiency in a larger scale projects, but we could understand that education and 
support costs created a slight difference. Lastly, the productivity difference between firm C and F was about 2.2%, 
meaning that BIM has created about 2.2% efficient results in terms of the total costs. On average, BIM utilization 
for a similar scale project could induce cost differences, making it about 2.9% increase in productivity. Figure 1 
illustrates the results.  

 

 
Figure 1. Productivity difference between BIM and non-BIM projects 

 
4. DISCUSSION 

It is certain that only with 6 firms’ analysis results cannot be generalized for BIM effectiveness. However, 
this study provided a holistic view on the differences between BIM and non-BIM projects for a railway design 
process. Based on the survey and in-depth interviews, the authors tried to identify possible benefits and hurdles in 
BIM utilization, and possibly suggest a future direction for a smarter and sustainable construction environment. 
 
5. CONCLUSIONS 

This study is designed to understand the advantages and issues of using BIM in design process. In specific, 
similar scale and budget projects were selected for BIM and non-BIM utilization. As the analysis results indicated, 
BIM can provide a certain types of benefits in design process. The average results show that BIM implemented 
projects spent about $65,800 less than their counterparts, and could increase about 2.9% of productivity. More 
importantly, the difference between BIM and non-BIM projects are in their man-hours. BIM adopted projects 
spend 103.5 days less than non-BIM projects on average, and required 3 less professional labor forces during the 
entire design process.  

This could be an interesting point because BIM utilizing firms spent more investments on hardware and 
software costs. In addition, BIM education resources were a mandatory for a more effective working environment. 
Due to these reasons, the upfront costs for BIM projects showed higher expenses, but the final analysis came out 
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Firm E spent about 500 hours for design drawing with 19 labors, making it the longest number of man-
hours among non-BIM projects. Firm D spent the highest number of labor for design stage and firm F shows the 
least amount of labor for its design process. The average results show that non-BIM projects require about 368.1 
man-hours to complete the projects with 30.7 professionals. Comparing to BIM projects, non-BIM projects spent 
about 103.5 more man-hours with 3 more labor forces. This could be a significant result because the average cost 
difference between BIM and non-BIM projects was about $65,800 but the number of man-hours differ to a greater 
degree. Observing the average, non-BIM projects took about 103.5 days longer than BIM projects to complete its 
design process. Although $65,800 could not be a significant difference in terms of investments per year, the time 
difference seems a noteworthy result.  

According to the cost comparison, firm A spent $210,800 for its project design, whereas firm D spent 
$274,200 for the same process. It could be understood that BIM utilization may increase the productivity by 23.1% 
roughly. On the other hands, based on the result between firm B and E, BIM implementation did not increase 
productivity of the design process, rather the productivity has gone down by about 11%. This cannot be a complete 
measure to judge about BIM efficiency in a larger scale projects, but we could understand that education and 
support costs created a slight difference. Lastly, the productivity difference between firm C and F was about 2.2%, 
meaning that BIM has created about 2.2% efficient results in terms of the total costs. On average, BIM utilization 
for a similar scale project could induce cost differences, making it about 2.9% increase in productivity. Figure 1 
illustrates the results.  

 

 
Figure 1. Productivity difference between BIM and non-BIM projects 

 
4. DISCUSSION 

It is certain that only with 6 firms’ analysis results cannot be generalized for BIM effectiveness. However, 
this study provided a holistic view on the differences between BIM and non-BIM projects for a railway design 
process. Based on the survey and in-depth interviews, the authors tried to identify possible benefits and hurdles in 
BIM utilization, and possibly suggest a future direction for a smarter and sustainable construction environment. 
 
5. CONCLUSIONS 

This study is designed to understand the advantages and issues of using BIM in design process. In specific, 
similar scale and budget projects were selected for BIM and non-BIM utilization. As the analysis results indicated, 
BIM can provide a certain types of benefits in design process. The average results show that BIM implemented 
projects spent about $65,800 less than their counterparts, and could increase about 2.9% of productivity. More 
importantly, the difference between BIM and non-BIM projects are in their man-hours. BIM adopted projects 
spend 103.5 days less than non-BIM projects on average, and required 3 less professional labor forces during the 
entire design process.  

This could be an interesting point because BIM utilizing firms spent more investments on hardware and 
software costs. In addition, BIM education resources were a mandatory for a more effective working environment. 
Due to these reasons, the upfront costs for BIM projects showed higher expenses, but the final analysis came out 

as lower costs, less labor forces, and less man-hours than the traditional working environment. If BIM can be a 
continuous effort for these selected firms, then the initial investments could minimize and eventually pay off the 
additional charges.  
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Abstract: Building Information Modeling (BIM) is the effective process of creating and managing information in 
construction projects through a 3D virtual model that has been applied to a number of construction projects all 
over the world. From 2023, the BIM application will be compulsory for work class I or higher in public investment 
projects, projects funded by nonpublic investment state capital, and PPP projects in Vietnam. However, the 
accuracy of BIM in volume take-off is a big barrier to its application in practice. Therefore, in this paper, the 
authors present a successful alternative for using a BIM quantity take-off in a large-scale construction project 
(class I) in Vietnam. Revit is selected as a potential BIM authoring program for developing the 3D model and 
conducting semi-automatic quantity take-off in this study. Microsoft Excel is selected as an implicit spreadsheet 
tool for reporting the results. The authors compared the results from two methods: the BIM method and the 
traditional method, to evaluate the advantages and disadvantages of BIM technology for construction quantity 
take-off in large-scale construction projects. 
 
Keywords:  Building Information Modeling (BIM), Successful alternative, Construction quantity take-off, 
Large-scale construction project. 
 
1. INTRODUCTION 

Nowadays, digital transformation is the trend in almost all industries including the construction industry. 
Building information modeling (BIM) is a potential technology that can help architects, engineers, and contractors 
with their digital transformation progress. BIM is not only understood as the software like Revit, Tekla, 
Navisworks, etc. but also as a closed process of creating and using information models in all stages of the project 
life-cycle including design, construction, operation, and decommissioning. Inconstruction investment projects, 
BIM had shown outstanding advantages in managing information more effectively; it was described as a tool to 
improve the consistency of data inconstruction management (Kocakaya, 2019; Likhitruangsilp et al., 2019). BIM 
helped to save time for estimating construction costs and improving construction planning (Le et al., 2021). BIM 
supported the faster evaluation of building life-cycle costs progress through a visualized approach, the consistency 
of information, and the time savings for huge repeative calculations (Le et al., 2020). BIM was applied in many 
construction fields such as energy simulation, asset management, risk management, cost measurement, and 
estimation (Azhar, 2011; Si et al, 2016; Stenstrand, 2010; Taghaddos et al., 2016; Toan et al, 2020).  

Although BIM technolgy provided many advantages for construction management, the number of BIM 
research for construction quantity take-off in large-scale projects is limited in Vietnam. Olsen and Taylor research 
pointed out several limiting factors of BIM application for quantity take-off (Olsen & Taylor, 2017). Some research 
presented the benefits and challenges of BIM application in quantity surveying practice (Harrison & Thurnell, 
2015; Muhannad, 2015; Raphael & Priyanka, 2014). Other studies proposed solutions to make BIM application in 
quantity take-off more efficient, such as using BIM quality standards for quantity take-off (Kwon et al., 2011) and 
proposing an open BIM-based quantity take-off system for schematic estimation of building frames to improve 
the reliability of estimating results in the preliminary design phase (Choi et al., 2015). Wijayakumar and Jayasena 
proposed a method to measure quantity through model-based mass extraction techniques. BIM not only helps 
increase the accuracy of the estimation process but also helps reduce unexpected volumes from the estimation 
errors. Therefore, BIM research for construction quantity take-off is very necessary.  

In Vietnam, BIM is a mandatory standard in many legal documents. BIM is officially included in the 
Government's Decree No. 15/2021/ND-CP about regulations on the management of construction projects in 
Vietnam (Vietnamese Government, 2021). A roadmap for BIM application in the construction sector is issued in 
2023 (The Prime Minister of Vietnam, 2023) and mentions that from 2023, the application of BIM is compulsory 
for works in class I and higher in public investment projects; from 2025, the application of BIM is compulsory for 
works in class II and higher in public investment projects, projects funded by non-public investment state capital, 
and PPP projects. In addition, for new investment projects funded by other capital sources, main investors are 
required to provide BIM files to serve the appraisal of feasibility study reports, construction designs carried out 

after fundamental designs, applications for construction permits, and acceptance testing tasks according to the 
following roadmap: class I and special class works from 2024; all class I, class II, and special class works from 
2026. However, the Vietnamese contractors still face a lot of difficulties in applying BIM to their projects. 
Therefore, this paper presented a successful alternative for the construction quantity take-off in a large-scale 
construction project with BIM technology in Vietnam. 
 
2. METHOD 

In this paper, the authors propose a method to take-off the quantity of all building components in a large-
scale building project using BIM technology. The proposed method consists of four steps, as shown in Figure 1. 
There are many BIM authoring programs that can be used to create 3D BIM models. However, the authors selected 
Revit as a potential BIM authoring platform because it is the most popular BIM platform in Vietnam. It is also a 
powerful tool that Vietnamese BIM users usually use to create and release drawings for construction projects. 

The first step is to determine the list of construction work for the building project using the spreadsheet 
platform. All design drawings, specifications, and calculation regulations are used to analyze and calculate. This 
step is done manually by the estimating engineer, who will create a calculation form. The outcome of this step is 
the list of works according to the construction orders, the volume of each work, the unit price, and the cost of each 
work to implement the projects. In order to compare the accuracy of the list of works with the actual construction 
order, the quantity surveyor (QS) needs to have practical experience to know how to divide the volume of work 
components correctly for each activity. In addition, the QS also needs to understand the construction method for 
performing the project, for example, the kind of concrete, formwork, or steel used for each building component. 

The second step is to create BIM models. The BIM models of building projects are usually divided into 
three types: architectural models, structural models, mechanical, electrical, and plumbing models. The designer 
will start with the project library, which consists of all families of columns, beams, floors, doors, windows, and 
other building components. Each family included the geometry information (length, width, and height dimensions) 
and the non-geometry information (material type, unit cost) following their specification. It is very important to 
unify the coordinate points and axis grid of the project in the model. Because the project works are assigned to 
many project participants; therefore, the errors, duplication, and mistakes may occur in subsequent phases 
(Vietnam Ministry of Construction, 2021a; Vietnam Ministry of Construction, 2021b). 

In this paper, the 3D BIM models are not only used to calculate the mass but also to test the collisions 
between disciplines. The QS and designers can visualize the problems encountered and handle them before the 
project is implemented in practice. In this step, the QS must come up with rules for calculating the volumes of the 
intersecting positions of the 3D objects. Each QS will have its own calculation rules; for example, the intersection 
mass between beam and floor will be prioritized in the calculation for beam or floor from the edge of the beam as 
shown in Figures 2 and 3. 

The third step is to create the relevant statistical table for each task component. At the beginning, the QS 
needs to develop a statistical table template to store the required information. In Revit, the QS can organize project 
information into fields. For example, the QS needs to get the volume of the concrete column, so the statistics table 
only needs to set up data such as floor, column name, type of material, and volume of concrete (Thao et al., 2020). 
Each project will need different information, so statistical tables also need to be created differently depending on 
the project type, as shown in Figure 4. The quantity of each 3D element model will be computed automatically. 

 

 
 

Figure 1. A construction quantity take-off method for the large-scale project with BIM 
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performing the project, for example, the kind of concrete, formwork, or steel used for each building component. 

The second step is to create BIM models. The BIM models of building projects are usually divided into 
three types: architectural models, structural models, mechanical, electrical, and plumbing models. The designer 
will start with the project library, which consists of all families of columns, beams, floors, doors, windows, and 
other building components. Each family included the geometry information (length, width, and height dimensions) 
and the non-geometry information (material type, unit cost) following their specification. It is very important to 
unify the coordinate points and axis grid of the project in the model. Because the project works are assigned to 
many project participants; therefore, the errors, duplication, and mistakes may occur in subsequent phases 
(Vietnam Ministry of Construction, 2021a; Vietnam Ministry of Construction, 2021b). 

In this paper, the 3D BIM models are not only used to calculate the mass but also to test the collisions 
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project is implemented in practice. In this step, the QS must come up with rules for calculating the volumes of the 
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needs to develop a statistical table template to store the required information. In Revit, the QS can organize project 
information into fields. For example, the QS needs to get the volume of the concrete column, so the statistics table 
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Figure 1. A construction quantity take-off method for the large-scale project with BIM 
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Figure 2. The prior calculation of the intersection between beam and floor is beam mass. 
 

 
 

Figure 3. The prior calculation of the intersection between beam and floor is floor volume. 
 

However, Revit still has some shortcomings. For example, when the QS wants to calculate the formwork 
areas of the beam, Revit only calculates the area of the entire beam. However, the actual formwork area of the 
beam is the total area of two sides and the bottom area of the beam. In addition, Revit does not exclude intersections 
among components. Therefore, the results from Revit must take time to solve the above problems. 

The fourth step is to export the required data. In this study, Microsoft Excel is selected as a useful 
calculation tool. After receiving the quantity take-off from Revit, the QS created the necessary spreadsheet table 
for the construction cost estimation in Microsoft Excel. Currently, Revit still cannot export the quantity take-off 
files to the available spreadsheet template (Vasen, 2021). BIM users must use more add-ins to export their 
necessary data. 

 

 
 

Figure 4. The statistical table of foundation components in Revit 
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Figure 4. The statistical table of foundation components in Revit 
 

3. RESULTS 
In order to evaluate the efficacy of BIM for construction quantity take-off. The authors applied it to 

a real project in Ho Chi Minh City. This is a large-scale building project with a total floor area of more than 
100,000 m2. This building included two basements, eight podium floors, and 35 floors. The authors used Revit 
software to create the 3D models and calculate the quantities for all building components using the proposed 
method as presented in Section 2. After comparing the quantity from the proposed method and the quantity from 
the actual construction contract, the authors found near-similar results from both approaches, as shown in Figure 
5. It indicates that the reliability of the proposed system is acceptable. 

 

 
 

 

 
Figure 5. The quantity of transfer beam was calculated from the 3D BIM model and the quantity of transfer 

beam in the actual construction contract.  
 
4. DISCUSSION 

In order to take-off quantity effectively with BIM, the QS needs to prepare the standards or guidelines at 
the beginning of the project to ensure consistency of information. For the traditional method, the QS normally 
makes mistakes in the estimating process because they do not understand the project designs. In addition, the QS 
often takes more time to read many 2D drawings and conduct a hug equation for areas, volumes, etc. of each 
project component. BIM provided a better visual for the QS, who did not have experience in quantity take-off.  

The BIM provided automatically taken-off information about quantity, material type, and unit cost of all 
building components, which helped save time compared with the traditional method. The authors conducted a 
comparison of the time to execute a part of the 5th floor using the manual calculation and the Revit calculation. 
The results showed that Revit helped save more than 70% of the time for quantity take-off compared to the manual 
method with 2D CAD.  

Currently, there is much research showing the benefits of Revit in the construction industry. According to 
the in-depth interviews, the Vietnamese QS does not want to apply BIM to their projects because of the accuracy 
of measuring results. The authors conducted a comparison of the cost to execute a part of the 5th floor using the 
hand calculation and the Revit calculation. The results showed that the cost difference of mold use is very high, 
around 15%, between the hand calculation and the Revit calculation. In addition, the cost difference in concrete 
volume is also high around 10% compared to the two methods. The QS often ignores the intersection for faster 
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calculation. Therefore, in this study, the authors proposed an intersectional rule among the component models in 
Revit to improve the accuracy of measuring results. 

The BIM helped to update the design changes from the designers, the work task changes from the owner, 
or the practical volume changes from the contractor faster compared with the traditional method, especially in 
cases where the changes happen continuously.  

With BIM, the QS can save time and money on the documents because the BIM model is uniform 
throughout the tender, construction, and as-built phases. The project participants can make faster decisions with 
adequate information. 

The BIM was an innovative approach to data organization. For future projects, the BIM library will help 
the designer save a lot of time when creating the 3D BIM model. It also helps to increase the synchronism of 
projects.  

 
5. CONCLUSIONS 

This paper presented a successful alternative for construction quantity take-off in large-scale construction 
projects with BIM technology. The authors indicated the advantages and disadvantages of BIM for quantity take-
off in the actual project in Vietnam. In order to evaluate the effectiveness of the proposed method, the authors 
compared the results of the proposed method with those of the traditional 2D method. 

Currently, BIM is an obligatory part of large-scale public projects in Vietnam. The Vietnamese 
government issued many legal documents, such as proposals, guidelines, and decisions, about approving a 
roadmap for the application of BIM in the construction industry. Therefore, it is only natural that BIM will 
gradually replace the traditional process. Although BIM technology is still inadequate and cannot be optimized, 
the benefits of BIM are very obvious. In this study, BIM helped to improve the information exchange among 
project stakeholders, including the owner, designer, consultant, and contractor. BIM helped save time and money 
on updating the changes throughout the life cycle of the project. BIM helped to increase the accuracy of quantity 
take-off and also save time and money for this process. This is something that the traditional method cannot do. 
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Abstract: Building Information Modeling (BIM) is used to create, collaborate and manage data throughout the 
engineering, procurement, and construction (EPC) as well as operations phases of the building. U-Tapao 
international airport (UTP airport) are a public-private partnership project and one of the mega-projects in Thailand 
(≈6500 rai) which utilized as a case study in the paper. However, UTP airport projects are divided into six 
categories including passenger terminal building, airside, landside, airport facilities, cargo terminal, and utilities. 
The 2nd runway, high speed railway, motorway M7, power supply, water supply, and aircraft fuel supply are other 
projects that require close coordination and collaboration. Therefore, the purpose of this paper is to provide a BIM 
framework for real-world mega-projects that focuses on issues of practicability. The complexity of the project and 
the number of parties involved cause the implementation of BIM to be planned from the design phase to the 
construction phase. The data transfer strategy was implemented for the future of operation and maintenance phase. 
Single data source, data migration to the cloud, design collaboration, and combining all disciplines with a BIM are 
essential to the successful implementation of BIM in this project. This paper demonstrated that BIM could 
overcome project constraints and resulted in a framework for realistic BIM execution which is able to be utilized 
in EPC projects to alleviate the problem of a lack of information and eliminate conflicts between another parties. 
 
Keywords:  Building Information Modeling (BIM), Engineering Procurement Construction (EPC), Airport. 
 
1. INTRODUCTION 

U-Tapao Airport (UTP) is a joint civil-military public airport located in Ban Chang District of Rayong 
Province, approximately 170 km southeast of Bangkok (Thailand). The location of the airport is in a special 
economic zone, the Eastern Economic Corridor (EEC), which covers three provinces in Eastern Thailand, namely, 
Chonburi, Rayong, and Chachoengsao. The EEC development is a key driver of “Thailand 4.0” economic policy 
in Thailand. With the EEC policy, the government plans to develop these 3 provinces as a prime area for 
technology-based manufacturing and services, including first S-Curve and new S-Curve industries, and to 
strengthen Thailand’s strategic location as a hub of regional multimodal connectivity.  

The development of UTP is one of the primary infrastructure mega-projects to increase tourism and 
industrial development within the EEC. Bangkok Airways Public Company Limited (BA), BTS Group Holding 
Public Company Limited (BTS), and Sino-Thai Engineering & Construction Public Company Limited (STECON) 
under the name of “BBS Joint Venture” was the bidder who proposed the best offer for the U-Tapao International 
Airport and Eastern Aviation City Development Project. U-Tapao International Aviation Co., Ltd. (UTA), a joint 
venture company incorporated under the BBS Joint Venture Agreement to operate the U-Tapao International 
Airport Expansion Project, has entered into the Public Private Partnership (PPP) or Concession Agreement for the 
U-Tapao International Airport Expansion Project with the Eastern Economic Corridor Office of Thailand (the 
EECO). PPP is a long-term agreement between the government and the private sector. Multiple nations have 
implemented public–private partnerships, which are primarily utilized for infrastructure initiatives. The design–
build procurement strategy alters the conventional order of work. It satisfies the client's desire for a single point of 
accountability in an effort to lower hazards and overall costs. It is now widespread in many nations, and contract 
templates are broadly accessible. UTP will provide accessibility to suppliers, workers, and visitors to the EEC. 
The high-speed railway (HSR) project which will be linked the three airports in the Bangkok metropolitan area, 
including Don Mueang Airport (DMK), Suvarnabhumi Airport (BKK) and UTP, aims to create faster and more 
comprehensive connections between airports, ports, and industrial clusters. The HSR will allow passengers to 
commute from Bangkok and its suburbs to UTP in less than one hour. Investment in the transport sector will allow 
trade and tourism to achieve full potential in EEC. 

STECON has been awarded as Engineering, Procurement, and Construction Contractor (EPC) to 
implement the Project, that is to carry out designs, procurements, and construction of U-Tapao International 
Airport Expansion Project. EPC is a form of construction contract wherein the contractor is responsible for all 
engineering, procurement, and construction activities necessary to deliver the completed project to the owner 
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industrial development within the EEC. Bangkok Airways Public Company Limited (BA), BTS Group Holding 
Public Company Limited (BTS), and Sino-Thai Engineering & Construction Public Company Limited (STECON) 
under the name of “BBS Joint Venture” was the bidder who proposed the best offer for the U-Tapao International 
Airport and Eastern Aviation City Development Project. U-Tapao International Aviation Co., Ltd. (UTA), a joint 
venture company incorporated under the BBS Joint Venture Agreement to operate the U-Tapao International 
Airport Expansion Project, has entered into the Public Private Partnership (PPP) or Concession Agreement for the 
U-Tapao International Airport Expansion Project with the Eastern Economic Corridor Office of Thailand (the 
EECO). PPP is a long-term agreement between the government and the private sector. Multiple nations have 
implemented public–private partnerships, which are primarily utilized for infrastructure initiatives. The design–
build procurement strategy alters the conventional order of work. It satisfies the client's desire for a single point of 
accountability in an effort to lower hazards and overall costs. It is now widespread in many nations, and contract 
templates are broadly accessible. UTP will provide accessibility to suppliers, workers, and visitors to the EEC. 
The high-speed railway (HSR) project which will be linked the three airports in the Bangkok metropolitan area, 
including Don Mueang Airport (DMK), Suvarnabhumi Airport (BKK) and UTP, aims to create faster and more 
comprehensive connections between airports, ports, and industrial clusters. The HSR will allow passengers to 
commute from Bangkok and its suburbs to UTP in less than one hour. Investment in the transport sector will allow 
trade and tourism to achieve full potential in EEC. 

STECON has been awarded as Engineering, Procurement, and Construction Contractor (EPC) to 
implement the Project, that is to carry out designs, procurements, and construction of U-Tapao International 
Airport Expansion Project. EPC is a form of construction contract wherein the contractor is responsible for all 
engineering, procurement, and construction activities necessary to deliver the completed project to the owner 

within a predetermined time and budget. However, UTP airport projects are separated into six categories, which 
include passenger terminal building, airside, landside, airport facilities, cargo terminal, and utilities. Other 
initiatives that require close coordination and collaboration include the second runway, high-speed railway, M7 
motorway, power supply, water supply, and aircraft fuel supply. It is evident that the airport's construction and 
infrastructure work will be extremely complex. So, BIM has become central topic to the improvement of the 
AECOO stands for Architecture, Engineering, Construction, Owner Operator (AECOO) industry around the world 
(Bradley et al, 2016)  

Building information is managed using a three-dimensional software method to be capable of correcting 
flaws in architectural and engineering construction designs prior to real implementation. Modeling data was used 
to support the design by employing three-dimensional geometry parameters as a guide for operations and by 
providing relevant data to support cost estimation or different construction steps (Jung & Joo, 2011). The global 
growth of the BIM business and strategies for adopting BIM were also studied in order to create the framework 
(Smith, 2014). The paper discusses how changes in technology and project delivery processes are generating 
positive outcomes and efficiencies in the construction industry. A framework is a methodical arrangement of 
relationships or a conceptual scheme, structure, or system. Establishing a framework aims to direct work procedure, 
improve communication through shared comprehension, and integrate pertinent concepts into a descriptive or 
predictive model. In the previous project of STECON, numerous difficulties were encountered. The experience 
from previous work was used as a lesson to improve the BIM framework in various aspects. Therefore, the 
objective of this study is to develop BIM framework LOD100 to LOD300 of design phase to practical 
implementation of UTP airport project. The collaboration plan of building work, infrastructure work and 
interfacing work was developed. The data for facility management was prepared for delivery to the construction 
phase in the future. 
 
2. PROCEDURE OF WORK 
2.1  Experience And Fundamental of BIM 

Since the 2013s, BIM for construction projects were implemented by STECON. Initially, construction 
projects used BIM to facilitate work. However, design and construction projects have been executed recently to 
promote greater BIM usage. as shown in Table 1. 
 

Table 1. Previous mega-project work of STECON 
Year Project Name Construction Type Scope of Works Level of Detail 
2013 CAT Telecom Building Build Only 400 - 500 
2016 BOB Building Build Only 400 
2016 Sewage Tunnel Infrastructure Build Only 400 - 500 
2018 PK-YL Infrastructure Design & Build 100 - 500 
2020 MCC Building Build Only 400 - 500 
2021 GCC Building Build Only 400 - 500 

 
In Thailand, there is currently no apparent BIM standard. In this study, BIM Forum, American Institute 

of Architects (AIA), Engineering Institute of Thailand (EIT), and The Association of Siamese Architects under 
Royal Patronage (ASA) standards were referenced to determine the appropriate framework for application in the 
project. The level of detail (LOD) defines the quantity and quality of building data that must be included in a BIM 
model (LOD 100: conceptual mass, LOD 200: approximate size and shape in model, LOD300: accuracy size and 
shape in model, LOD 400: represented in LOD 300 with installation information, LOD 500: Elements are modeled 
as constructed assemblies for maintenance and operations). LOD100-500 (Grytting et al., 2017) were used in 
STECON previous work. BIM has been used in a variety of projects of STECON. Especially, during 2014 to 2018, 
the passenger terminal of Phuket airport, Thailand was constructed by STECON. This experience would be 
encouraged to develop the BIM framework in this study. 

The majority of STECON's projects are built only with BIM implementation that is both defined and 
undefined in the TOR. The initial issue encountered was that the requirements were not specified. Model resolution 
including may not contain a reference to the applicable standards. Therefore, STECON presents the BIM process 
and BIM objective in order to identify working instances and achieve a predefined BIM workflow through 
collaboration. A workshop is required at the outset of the work. Develop communication with all related disciplines, 
whether they are employed by the prime contractor or a subcontractor. The majority of STECON's activity involves 
large-scale projects. The task must be divided into several sections. Consequently, process collaboration absence 
of communication and coordination would result in a lack of data when dividing the scope of a project. There 
would be a problem with the conventional method of sending and receiving work at the beginning of the project. 
It results in a lack of data and out-of-date information in AEC (Architecture, Engineering and Construction) area 
(Arayici et al., 2018). 
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2.2  Project Information Analysis 
To initiate each new construction undertaking project data acquisition and project analysis should be the 

initial steps such as project information pertaining to contracts, budgets, conditions, project forms, and associated 
agencies. The project data is then analyzed to begin outlining the framework that would be used for the project's 
execution. Additionally, it is essential to examine research on the evolution of frameworks, such as BIM in airport 
construction projects (Keskin et al., 2018).  

The phase analysis of a project begins with an examination of the project's baseline, project type, and 
contract form. Many details are included in airport-related projects, which must be developed in accordance with 
the project plan. The BIM system for the project has been designed with models and tools that are appropriate for 
the nature of the project and the work involved. The BIM application of the project were detailed in the BEP, 
which consist of BIM Goals, workflows, software, clash detection, and model development. All this information 
was submitted to BIM consultant and owner to be implemented with the Subcontractor who operates within the 
framework of the EPC. 
 
2.3  Framework Development 

The establishment of a project framework begins with the incorporation of project analysis data, BIM 
standards and methodologies. STECON has undertaken different initiatives and studied the growth of the 
framework of various research being created around the world (Bradley et al, 2016). Leading to the establishment 
of the structure from the big picture, as well as the creation of work processes were studied. It can be divided into 
three major sections, as follows: 

1) Overall framework: designation of an overarching framework that takes into consideration the project's 
form, scope of work, and the relationship between each department and the organization's external stakeholders 
were studies. It will be divided into two parts. 

• Role and responsibilities: a significant number of individuals are involved in the U-Tapao Airport 
initiative. Therefore, it is necessary to define the duties and responsibilities of everyone involved in the 
project, as well as the person who is primarily accountable or liable secondarily. 

• BIM workflow: It describes the overall operations of each department and task. BIM workflow is 
divided into two major phases of the project consist of the design phase and the construction phase. 

2) Data and information exchange: to guarantee the project's achievement, it is crucial to define data 
forwarding, storage to prevent errors, and duplicate operations. It can be divided into the following two sections: 

• Tool: Autodesk Construction Cloud (ACC) was primarily utilized for design data exchange on projects 
alongside using ProjectWise. The majority of the design work utilized Autodesk applications, such as 
Revit, Civil 3D, Navisworks, and AutoCAD, which will determine the version of each application and 
the format for transmitting data via IFC. 

• Folder structure management: it is essential that the information exchanged between project participants 
is accurate including with data storage, formatting, and file access. 

3) Collaboration clash detection: visual inspection and Navisworks were used to determine the detection 
of defects in each component. 
 
2.4  Planning The Utilization of The Framework During Construction 

The BIM framework for the project is intended primarily for use during the construction phase. In the 
context of a PPP project, concessionaires as investors need to always validate of the correct quantity and budget 
during the construction phase. BIM framework with the continuity of information transmission from design phase 
to the pre-construction, and construction phase were prepared. In order to reduce construction duration, BIM 
expertise is also applied to prefabrication planning. Moreover, BIM framework has been implemented to better 
facility management in the future. 
 
3. RESULTS 

Several reasons can be used to analyze specific BIM implementation concerns in Thailand. The majority 
of BIM implementation issues in Thailand are the result of inadequate attention from the relevant departments. 
The project owner's absence of detailed BIM requirements has resulted in insufficient data for the implementation 
of BIM. The lack of coordination in the BIM work at the beginning of the project included the absence of a BIM 
Execution Plan (BEP). Therefore, the risk management plan and establishing of BIM framework are the significant 
importance of BIM implementation in the mega-project. The project area of UTP is approximately 6,500 rai. The 
design works in the EPC contract were divided into 6 packages including passenger terminal building, airside, 
landside, airport facilities, cargo terminal, and utilities. It can be seen that UTP airport consists of both building 
work and infrastructure work. The collaboration and combined information of the 6 packages were controlled by 
BIM consult to verification the conflict in the model of each package. The discipline of each package was verified 
before combined the model. To create a conceptual framework for the whole project, the BIM framework focused 
on practical implementation was divided into 3 parts consisting of goals, collaboration, and data and model 
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Several reasons can be used to analyze specific BIM implementation concerns in Thailand. The majority 
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management. The overall BIM framework was summarized in Figure 1 to understand all processes in the project. 
BIM Execution Plan (BEP) was produced for utilizing on U-Tapao international airport phase 1 project (UTP) to 
define as a BIM standard identifying the BIM implementation, defining role and responsibility of each party in the 
project as well as describing the information exchanges between parties. A project’s BEP was defined the 
appropriate uses of BIM on the project, along with a detailed design and documentation of the process for executing 
BIM throughout a project’s lifecycle in order to achieve goals and objectives of the project throughout the project.  
 

  
 

Figure 1. Overall BIM framework 
 
3.1  Goals 
3.1.1 Project Goals & BIM Goals 

The BIM Strategy Plan should be suited to the project's human and physical resources, operating time, 
and quality standards. A project's Traditional goals (i.e., time, cost, and quantity) and productivity are impacted 
by a lack of information and conflict. Nevertheless, BIM-based approaches reduce complexity and difficulty, 
increase productivity and efficiency, and evaluate time. Consequently, construction practices have shifted towards 
BIM-based practices (Al-Ashmori, et.al, 2020). The development of national and international BIM standards was 
identified as one of the most essential factors and strategies for the successful implementation of BIM (Smith, 
2014). It can be seen that the owner, who may be government or corporate leaders, plays a significant role in 
determining the project's direction. Include setting objectives for the project's implementation as well. 

A BIM strategy seeks to optimize the use of advanced BIM technology and processes in order to improve 
the quality of the built environment and project outcomes while reducing costs and optimizing performance. The 
BIM goals for UTP emphasize 4 main criterions including design, visualization, and estimation as shown in Table 
2. 
 

Table 2. BIM goals for building work 
BIM goals Priority Description Potential BIM Uses 

Design High The utilization of BIM technology from the conceptual 
design stage through the construction stage in accord 
with the standard and regulation. 

- 3D model LOD300 for 
detailed design (DD) 
- Construction Reference 
Drawing (CRD) 

Visualization Medium The simulation from the BIM model for presentation 
and walkthrough. 

- Virtual Reality (VR) 
- Walkthrough 

Coordination High The process of clash detection to identify the conflicts 
in design and construction’s limitation. 

- 3D coordination 
- Clash detection 

Estimation High The quantity of materials and equipment in each stage 
of design 

- Quantity take-off (QTO) 

 
Design, Coordination, and Estimation are among the BIM Goals in the high priority section, as shown in 

Table 2. Beginning with the architectural design, followed by all engineering aspects, and concluding with clash 
detection, which identifies design flaws so they can be resolved, or the design improved to meet the specifications, 
each of the three components utilizes a continuous process. The quantity is subsequently extracted from the model 
data to be used as information for constructing BOQ and presenting to decision holders.  
 
3.1.2 Model Development Workflow 

The development of the BIM model in accordance with the BIM goals established for each phase initiated 
the development of the LOD for the design and construction phases. The document from preliminary design 
throughout as-built drawing were showed in Figure 2 consists of drawing, BOQ, and model with various accuracy 
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depending on each stage. BIM element is able to mae cost and schedule data automatically (Charef et al., 2018). 
This is possible due to the close interconnection between costs and schedules. Each stage was evaluated by 
stakeholders in terms of its investment potential and appropriate for engineering. 
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It is essential to comprehend each party's BIM responsibilities and duties. There are 5 main BIM roles in 
this project include BIM Manager including with BIM expert, BIM coordinator, BIM specialist and modeler/BIM 
operator. BIM Roles and responsibilities for a user in Building Information Modeling shown as Table 3. 
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Roles Responsibilities 

BIM Manager Plan and manage the workflow with BIM, communicate and reach agreements, and establish 
work policies and objectives. 

BIM Expert Technical program specialist, an adviser of technique and process of the programs in order 
to make BIM work continuously, planning in creating a model. 

BIM 
Coordinator 

Inspecting and controlling BIM process. Coordinating within a team and others to meet BIM 
Protocol, BIM Standard, and BEP 

BIM Specialist Giving advice of technique and process of the programs and controlling in creating/editing 
a model to meet BIM Protocol, BIM Standard, and BEP. Be able to teach and develop 
working skills for a member of the team. 

Modeler/ 
BIM Operator 

Creating, editing and controlling a model of their own discipline to meet the project’s 
requirements 

 
The BEP of a project defines the appropriate uses of BIM on a project, as well as a detailed design and 

documentation of the process for executing BIM throughout a project's lifecycle, in order to achieve the project's 
aims. The BIM Manager is responsible for all BIM-related project coordination. The primary responsibilities of a 
BIM manager are to delegate authority to each professional involved in a project to develop, modify, or transfer 
their respective project component (Sampio, 2022). 
 
3.2  Collaboration 
3.2.1 BIM Workflow 

For the BIM coordination workflow in the pre-construction phase were prepared by focusing on the BIM 
model’s quality that must have sufficient detail and information as well as the reduction of the amount of clash 
detection occurred in throughout the phase as shown in Figure 3. The result showed the BIM workflow from 
collaboration of conceptual model throughout the preparing documentation including a detailed design drawing 
with a construction reference drawing (CRD) and Bill of Quantities (BOQ). 
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typical clash result. All clash results from the clash detection procedure were categorized according to the 
significance of the conflict, and these results were used as the primary topic of discussion at the BIM meeting. In 
PDF, XML, HTML, or another format, a clash report is a document shared with all involved parties that details 
problems or conflicts that have arisen in the project based on the clash detection criteria or rules. The HTML 
(Tabular) report format was utilized in the project, which can be viewed in a web browser. 
 

 
 

Figure 4. Clash detection workflow 
 
3.2.3 Interface meeting 

Throughout the stages of preliminary design and detail design, each party's BIM model was updated 
weekly. Bi-weekly meeting for BIM-related discussion with other coordination topics was organized in order to 
check the clash in the model. An additional BIM-related agenda can be added to the meeting. The BIM Manager 
will lead BIM meetings, as well as internal coordination and a review of the project's standards and procedures. 
 
3.3  Data and Model Management  

The Autodesk Construction Cloud (ACC) and ProjectWise were used in the project throughout all design 
phases for the project data management in different type of documents (Alvarez et al, 2021). The account and 
configure project access and permissions were conducted by BIM manager. The agreed-upon files to the consultant 
at each design milestone were provided by each package design team. The file storage for collaboration with all 
designer team was summarized in Table 4. Table 4 displayed the file type from each project-related software used 
to manage the file format system. 
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Table 4. Model file storage for collaboration 
File location Description 

Hub Sino-Thai Engineering and Construction  
Project U-Tapao International Airport Phase 1 (UTP)  

File type RVT - Type of file for all disciplines model on Revit  
DWG - Type of file for Civil & Site Utilization  
NWC – Type of file for Navisworks Cache  
NWF - Type of file for Navisworks File Set  
NWD - Type of file for Navisworks Document  
DWG - Type of file for Detailed Design Drawing submit as package  
PDF - Type of file for Detailed Design Drawing submit as package  
XLSX - Type of file for Bill of Quantities (BOQ) 

Passwords protect Sign in by Autodesk account ID after receiving invitation from admin  
File maintainer STECON 

 
The folder structure management for BIM data were used based on the standard, which is classified the 

structure into 3 main parts as work in progress (WIP), shared, and published with the archive folder used as backup 
within each folder as shown in Figure 5. 
 

  
 

Figure 5. Folder structure management 
 

The folder structure was used to categorize any input information uploading into platform, Autodesk 
Construction Cloud (ACC), and ProjectWise. The folder was classified into 4 main parts including work in 
progress (working), shared (input), published (output), and archived (process & information) as shown in figure 5. 
In addition, BIM reference is another folder used to gather other information necessary for the project. Each main 
folder will be subdivided into subfolders for each milestone in order to collect milestone-related data. 
 
3.4  Project Implementation for UTP 
3.4.1 Base Reference File 

BIM was utilized on the project to facilitate the division of work between parties, more distinctly, reduce 
the likelihood of blunders and conflicts occurring in project due to the project's complexity. Base Reference File 
is a central file to divide data and distinct division of the scope of task for each section as shown in Figure 6. 
LOD100 resolution is utilized to generate a base reference file, each of which is accountable for designing within 
its own scope without affecting the work scope of other departments. 
 

 
 

Figure 6. Base reference file and project terrain of UTP 
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3.4.2 Project Terrain   
In the UTP Project, the implemented BIM also facilitated the management of earthwork volumes. The 

survey team's information was transferred to a CSV file and then plot in AutoCAD Civil 3D to calculate the 
excavation volume and fill volume. In case the elevation was changed during design phase, it can be real-time 
calculated the excavation volume and fill volume by using BIM. 
 
4. CONCLUSIONS 

This paper presents comprehensive the BIM framework of U-Tapao international airport which is the 
mega-projects in Thailand with area approximately 6,500 rai. STECON has been awarded as Engineering, 
Procurement, and Construction Contractor (EPC) to implement the UTP project. BIM framework for practical 
implementation was proposed by STECON. Findings revealed the following: 

• The BIM application for cloud-based data transmission is categorized as a standard storage structure. 
and preserved in a systematic manner. This section contains central information for use by all 
departments as a resource or to develop a model. This system reduced the problem of a lack of 
information and eliminated conflicts between other parties. 

• A BIM workflow is established for model coordination and validation. The BIM goals at each stage 
must be appropriate in terms of resources, time, and quality for the UTP project. BIM 3D and BIM 5D, 
respectively, were responsible for conflict resolution and quantification for updating real-time 
information.  

• As an outcome of this paper, a BIM framework with a method for transmitting information to the pre-
construction and building-operation stages has already been developed. In the future, when it will be 
utilized, it will require further development. 

• The BIM framework for practical implementation was developed including three categories such as 
goals, collaboration, and data management. The BEP contains the BIM framework's specifications. To 
ensure the project's success, all participants must work together and rigorously adhere to the plan. 

The BIM framework for this project must be consistently developed until the construction phase so that 
its usability can be confirmed. This work is expected to benefit the BIM industry in Thailand to ensure that it can 
be utilized in the future. 
 
ACKNOWLEDGMENTS 

The authors thankful to the Sino-Thai Engineering & Construction Public Company Limited (STECON) 
for providing necessary supports. 
 
REFERENCES 
 
Arayici, Y., Fernando, T., Munoz, V., & Bassanina, M. (2018). Interoperability specification development for 

integrated BIM use in performance based design, Automation in Construction, 85, 167-181. 
Alvarez, A. P., Ordieres-Mere, J., Loreiro, A. P., & Marcos, L. (2021). Opportunities in airport pavement 

management: Integration of BIM, the IoT and DLT, Journal of Air Transport Management, 90, 101941. 
Al-Ashmori, Y. Y., Othman, I., Rahmawati, Y., Amran, Y. H. M., Sabah, S. H. A., Rafindadi, A. D., & Mikic, 

M. (2020). BIM benefits and its influence on the BIM implementation in Malaysia, Ain Shams 
Engineering Journal, 11, 1013-1019. 

Bradley, A., Li, H., Lark, R., & Dunn, S. (2016). BIM for infrastructure: An overall review and constructor 
perspective, Automation in Construction, 71, 139-152. 

Charef, R., Alaka, H., & Emmit, S. (2018). Beyond the third dimension of BIM: A systematic review of 
literature and assessment of professional views, Journal of Building Engineering, 19, 242-257. 

Jung, Y., & Joo, M. (2011). Building information modelling (BIM) framework for practical implementation, 
Automation in Construction, 20, 126-133. 

Keskin, B., Ozorhom, B., & Koseoglu, O. (2018). BIM Implementation in Mega Projects: Challenges and 
Enablers in the Istanbul Grand Airport (IGA) Project, Advances in Informatics and Computing in Civil 
and Construction Engineering, pp.881-888. 

Grytting, I., Svalestuen, F., Lohne, J., Sommerseth, H., Augdal, S., & Laedre, O. (2017). Use of LoD decision 
plan in BIM-projects, Procedia Engineering, 196, 407-414. 

Sampaio, A. Z. (2022). Project managemenet in office: BIM implementation, Procedia Computer Science, 196, 
840-847. 

Smith, P. (2014). BIM implementation – global strategies, Procedia Engineering, 85, 482-492. 



266

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

STATE-OF-THE-ART OF HISTORIC BUILDING INFORMATION TRENDS WITH 
DIGITALIZATION INTEGRATION ON THE ARCHITECTURE HERITAGE 

CONSERVATION IN VIETNAM 
 

Thu Anh Nguyen1, Nhu My Uy Le2, Sy Tien Do3, Son Hong Nguyen4, Quang Trung Khuc5 
 

1) Ph.D., Department of Construction Engineering and Management, Faculty of Civil Engineering, Ho Chi Minh City 
University of Technology (HCMUT), 268 Ly Thuong Kiet Street, District 10, Ho Chi Minh City, Vietnam National University 
Ho Chi Minh City, Linh Trung Ward, Thu Duc District, Ho Chi Minh City, Vietnam. Email: nathu@hcmut.edu.vn 
2) M.Eng., Department of Construction Engineering and Management, Faculty of Civil Engineering, Ho Chi Minh City 
University of Technology (HCMUT), 268 Ly Thuong Kiet Street, District 10, Ho Chi Minh City, Vietnam National University 
Ho Chi Minh City, Linh Trung Ward, Thu Duc District, Ho Chi Minh City, Vietnam. Email: uynhule@hcmut.edu.vn 
3) Ph.D., Assoc. Prof., Department of Construction Engineering and Management, Faculty of Civil Engineering, Ho Chi Minh 
City University of Technology (HCMUT), 268 Ly Thuong Kiet Street, District 10, Ho Chi Minh City, Vietnam National 
University Ho Chi Minh City, Linh Trung Ward, Thu Duc District, Ho Chi Minh City, Vietnam. Email: 
sy.dotien@hcmut.edu.vn 
4) Master Student, Department of Construction Engineering and Management, Faculty of Civil Engineering, Ho Chi Minh City 
University of Technology (HCMUT), 268 Ly Thuong Kiet Street, District 10, Ho Chi Minh City, Vietnam National University 
Ho Chi Minh City, Linh Trung Ward, Thu Duc District, Ho Chi Minh City, Vietnam. Email: 1612968@hcmut.edu.vn 
5) M.Eng., Department of Construction Engineering and Management, Faculty of Civil Engineering, Ho Chi Minh City 
University of Technology (HCMUT), 268 Ly Thuong Kiet Street, District 10, Ho Chi Minh City, Vietnam National University 
Ho Chi Minh City, Linh Trung Ward, Thu Duc District, Ho Chi Minh City, Vietnam. Email: khucquangtrung@hcmut.edu.vn 
 
Abstract: The protection of constructed heritage is increasingly intertwined with the routine upkeep of structures, 
making conservation a practical requirement daily. Despite the recent considerable development in the usage of 
BIM in the field of Cultural Heritage (CH), the application of Heritage Building Information Modeling (HBIM) 
of cultural property intended for preservation is still limited. One of them is the unique diversity of Vietnamese 
traditional architecture that needs to be considered to assess the status of restoration and conservation. The 
improvement of data capturing technologies like 3D Laser Scanning and enhanced photogrammetry, along with 
the ongoing capability of HBIM authoring tools, not only enables the storage of spatial information and metadata 
but also offers the means for recording structural changes. This research aims to overview the state of art 
implementation for digital historical building, specifically in the Scan-to-HBIM application, and propose a 
database of historical structures using HBIM that focuses on the measurement information contained in the model, 
particularly related to conservation from the Scan-to-HBIM process to apply in a specific case study, namely Hung 
Kings Temple. The research methodology is using a questionnaire survey to collect data from the sampling to 
evaluate the frequency of using the component information in the Heritage Building. It sought to demonstrate the 
efficacy of HBIM there in the information recording of small-scale historical monuments. The utilization of digital 
tools and data recording formats in the creation of object models presents opportunities for future modifications 
and the integration of HBIM technology for Vietnam in particular and works in the world in general.  
 
Keywords: Cultural Heritage; Heritage Building Information Modeling (HBIM); 3D Laser Scanning; 
Conservation; Level of Development (LOD). 
 
1. INTRODUCTION  

Named monuments, buildings, and landscapes are all examples of physical heritage, as are collections of 
art and scientific knowledge. Intangible heritage includes cultural practices and beliefs that have been passed down 
through generations (Machete, Falcão, Gonçalves, Godinho, & Bento, 2020). Fundamental to the study of 
architectural heritage is surveying and archival research. To evaluate a building's present condition, diseases, 
architectural style, and various phases of construction, it is necessary to gather, store, and analyze all types of 
information about it (López, Lerones, Llamas, Gómez-García-Bermejo, & Zalama, 2017). The most noteworthy 
aspect of the World Heritage Convention of 1972 is that it combines in a single treaty the themes of natural 
protection and cultural property preservation. At the beginning of this year, the municipality commissioned 
research to support the preliminary design of the preservation plan for the earthquake-damaged church of St. 
Francesco in the hamlet of Arquata del Tronto (Italy) that was struck in 2016 by static and dynamic terrestrial laser 
scanning (TLS) to acquire massively geometric and material information supporting the three-dimensional (3D) 
and the creation of the Heritage Building Information Modeling (HBIM) (Banfi et al., 2022).  

Many of the issues that cultural collections, sites, and assets are dealing with are the consequence of long-
term neglect or a lack of management and maintenance (Fund, September 2017). This involves having the 
appropriate skills and processes in place to guarantee that they are properly maintained. Poor management and 
upkeep put legacy in danger, and it may result in greater expenses in the long run (Heritage Victoria, August 2020). 
Therefore, it is imperative to identify and evaluate the existing models of heritage promotion and conservation in 
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Many of the issues that cultural collections, sites, and assets are dealing with are the consequence of long-
term neglect or a lack of management and maintenance (Fund, September 2017). This involves having the 
appropriate skills and processes in place to guarantee that they are properly maintained. Poor management and 
upkeep put legacy in danger, and it may result in greater expenses in the long run (Heritage Victoria, August 2020). 
Therefore, it is imperative to identify and evaluate the existing models of heritage promotion and conservation in 

Ho Chi Minh City in particular and Vietnam in general to develop an appropriate product evaluation framework 
for each heritage conservation purpose. 

 
2. LITERATURE REVIEW 
2.1. The Heritage Building Information Modeling Applying to Culture Heritage 

Heritage building information models (HBIM) must grow into a widely used system (Boboc et al., 2019; 
Khaja, Seo, & McArthur, 2016). The advancement of technology over the last several decades has enabled the 
deployment of new methods of digital information distribution, which has also had a significant impact on the 
evolution of Cultural Heritage (CH) dissemination (Borri & Corradi, 2019). Despite these attempts to preserve the 
urban legacy of Saudi Arabia, several heritage buildings in the country have been plagued by major difficulties for 
years due to improper maintenance and operation. The construction of a geometric model to serve as an inventory 
of cultural assets is a necessary step in the restoration of architectural structures. Architecture is culture, an 
important part of national culture. The national identity and advanced nature of the culture must be permeated not 
only in cultural and artistic work but also in all material construction and creation activities (Minister, July 19, 
2021). Nonetheless, one of the most difficult tasks today is to resolve the problem of information management, 
which is scattered by the many parties participating in the restoration process. In terms of minimizing incoherence 
and duplication of effort, it is necessary to digitize and link the information processing process. 

The majority of notable heritage structures are legally protected, with many of them being owned and/or 
managed by trusts, public or religious institutions, and museums, among others. The standardization system 
comprises organizations responsible for standardization activities conducted on national, European as well as 
international levels in general and Vietnamese in specific. European and worldwide standards are produced 
following the idea of the national delegation, with each country sending a delegation of specialists to represent its 
point of view throughout the development process. The notion of national delegation provides stakeholders with 
a clear channel to European and worldwide standards while also encouraging industry self-regulatory efforts 
(Anne-Kathrin Schäfer, 2020).  

 
Table 1 is a list of existing standards according to CEN and BSI standards for the management and 

operation of historical monuments. 
 

Table 1. Legal Document Related to Facility Management in Culture Heritage 

Standard Code Standard Name 
CEN EN 
16893:2018 

Conservation of Cultural Heritage - Specifications for location, construction, and 
modification of buildings or rooms intended for the storage or use of heritage 
collections 

CEN/TC 442 Building information modeling 
CEN/TC 346 Conservation of cultural property 
CSN EN 16096 Conservation of cultural property - Condition survey and report of built cultural 

heritage 
BS EN 16141:2012 Conservation of cultural heritage — Guidelines for 

management of environmental conditions — Open storage facilities: definitions and 
characteristics of collection centers dedicated to the preservation and management of 
cultural heritage. 

The architecture of Vietnam is stunning and diverse, and it may be divided into five separate sections: 
vernacular, Chinese, ethnic, colonial, and Indochina architecture (Cadière, 1987). The old monuments in 
traditional forms that can be seen all around the nation are a source of great pride for the Vietnamese people (Như, 
2020). Wooden houses and layer roofs are common features of traditional Vietnamese architecture. Preservation 
of architectural heritage may not be a hindrance to economic progress, but rather a significant asset to it (Linh, 
2018). Up to now, in Vietnam, there have been no sets of standards for architectural heritage management practices 
issued. Legal congress provisions are still implemented according to the Law on Cultural Heritage No. 
28/2001/QH10 dated June 29, 2001, of the National Assembly, as amended and supplemented by Law No. 
32/2009/QH12 dated June 18, 2009 (Assembly, 2001), promulgated on July 23, 2013, to strengthen the 
effectiveness of state management and enhance the responsibility of the people in participating in protection and 
development to promote cultural heritage. On December 25, 2018, Decree No. 166/2018/ND-CP (Government, 
2018), issued by the Government, stipulated the competence, order, and procedures for formulating, appraising, 
and approving planning, preservation, and restoration projects. restore and restore historical-cultural relics and 
scenic spots. Circular No. 15/2019/TT-BVHTTDL (Culture, 2019) dated December 31, 2019, of the Ministry of 
Culture, Sports and Tourism detailing several regulations on preservation, renovation, and restoration of 
monuments, the repair dossiers urgent, periodical preservation of relics or objects of relic inventory.  
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According to (Khalil, Stravoravdis, & Backes, 2021), as HBIM reviews the many data types that could be 
included in the documentation and investigation process of the built heritage, it is poised to play a pivotal role in 
the digital documentation of heritage buildings by combining quantitative and qualitative data and facilitating the 
integration of different stakeholders and specialized data into the digital management of the various phases of 
dealing with heritage buildings. However, this research merely discusses the correlations between these aspects as 
consideration factors to be utilized for the document, without proposing a particular procedure to apply to the 
works.  

In 2023, the HBIM research (Hou, Lai, Wu, & Wang, 2023) investigated the theoretical and practical 
connections between Digital Twin (DT) applications in Heritage Facility Management (HFM) from a lifecycle 
management perspective and guide development directions. This modern review was carried out using a systematic 
literature review method. The overall implication of this study is that it shows the potential of heritage sites in 
facilitating HFM in the context of urban development. From there, this study aims to conduct an overview of 
Vietnamese applications for heritage management with digital support tools. 

 
2.2. The General Status of Vietnam Heritage Architecture Conservation 

Digital transformation in the field of culture and tourism is taking place continuously, new technologies 
are applied regularly. According to cultural experts, the application of technology and digital transformation in the 
field of culture and tourism has brought about positive effects, helping viewers to approach cultural heritage in 
many different ways. This is completely in line with the development trend, meeting the needs of the public and 
visitors to enjoy and learn. Table 2 below showed the list of digital heritage activities in Vietnam for five years 
from several Hi-tech companies and Laboration in Ho Chi Minh City and Hanoi City such as Star Global 3D 
company, Portcoast, Sen Heritage Group, Seagate and CyArk, etc.  

Table 2. The List of Digital Heritage Activities in Vietnam 

No. Heritage Architecture 

Technology Application 

Photogrammetry 360 
View Ontology 3D Laser 

scanning Hologram 3D 
Mapping 

1 The Temple of Literature x 
 

x 
  

x 

2 Hoa Lu Ancient Capital x 
 

x 
   

3 Vietnam National Museum 
of History 

x x x 
   

4 Tien Le communal x 
     

5 Bo Da pagoda 
 

x 
    

6 The Hung Kings Temple  
 

x 
    

7 Na Tu historical sites 
 

x 
    

8 ATK Dinh Hoa historical 
sites 

 
x 

    

9 27/7 historical sites 
 

x 
    

10 Tu Duc tomb 
   

x 
  

11 An Dinh palace 
   

x 
  

12 Khai Dinh tomb x 
  

x 
  

13 Hue Imperial City 
 

x 
 

x 
  

14 Da Nang Fine Arts 
Museum 

x 
     

15 My Son Sanctuary x 
  

x 
  

16 Hue Ancient Capital 
Heritage Site 

      

17 South Women's Museum x 
   

x 
 

18 Vietnam Museum of 
History 

 
x 

    

19 Tan Dinh church 
 

x 
 

x 
  

20 Saigon Notre-Dame 
Cathedral 

 
x 

 
x 

  

21 Nha Rong Wharf 
 

x 
 

x 
  

22 Saigon Opera House x x x x 
  

23 L'Opera de Hanoi x x x x 
  

24 Oc Eo Cultures 
  

x 
   

25 Ho Chi Minh Museum 
 

x x 
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According to (Khalil, Stravoravdis, & Backes, 2021), as HBIM reviews the many data types that could be 
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x 
    

8 ATK Dinh Hoa historical 
sites 

 
x 

    

9 27/7 historical sites 
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x 
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x 
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x 

 
x 
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x 
 

x 
  

22 Saigon Opera House x x x x 
  

23 L'Opera de Hanoi x x x x 
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x 
   

25 Ho Chi Minh Museum 
 

x x 
   

No. Heritage Architecture 

Technology Application 

Photogrammetry 360 
View Ontology 3D Laser 

scanning Hologram 3D 
Mapping 

26 Hoang Thanh Thang Long 
Museum 

 
x x 

   

As a result, heritage digitization is a trend that is no longer strange in the world, Vietnamese heritage sites 
have also approached this trend for many years, but to a relatively limited extent. The 360 views and 3D Laser 
Scanning dominate the technology application at heritage works. When using HBIM, each component of the total 
construction plan is represented by component objects, while the required granularity of information of HBIM 
objects is expressed through the parameter LOD. Along with the geometric information, the non-geometric 
information of the HBIM object is necessary for the management of heritage information in record keeping, so 
each of these objects should contain specific information related to the target. of conservation and maintenance 
stages, i.e., have different LODs. LOD includes many different levels, according to the American Institute of 
Architects (AIA), LOD is divided into 6 levels: 

• LOD 100 – Conceptual 
• LOD 200 - Approximate Geometry 
• LOD 300 - Precise Geometry 
• LOD 350 - Precise Geometry with Connections 
• LOD 400- Fabrication-ready Geometry 
• LOD 500 - Operational/As-built Models 
In previous studies, the model was also evaluated through the Level of Knowledge (LOK) (Barontini et 

al., 2021). The LOD concept cannot be transferred to the HBIM property in terms of the development of the project 
because the project already exists; instead, the transfer must relate to the project's LOK and property administration, 
both of which this LOK can provide appropriate information.  

 
3. METHOD 
3.1. The Case Study in Vietnam 

The Temple of Hung Kings (Table 3) at the Zoo and Botanical Garden built by the French in 1926 is 
called the Temple of Memory (Temple de Souvenir) and was chosen as the typical case study for collection data. 
In June 2015, Hung Kings Temple was ranked as a historical-cultural relic, a city-level scenic spot (Son, 2015).  

 
Table 3. Hung Kings Temple information 

Location 
The Hung Kings Temple in the Botanical Garden (District 1) 
was built in 1926 and is one of the typical ancient architectures 
of Saigon. 

 

Architect Style 
The temple has a square plan, bearing the architectural style of 
the Nguyen Dynasty with overlapping roofs, forming three 
curved roofs. In general, the long-standing counterattack work 
of Minh Mang Tomb in Hue. 

 
Besides that, the whole temple is decorated with decorative motifs in the shape of cranes, unicorns, turtles, 

and phoenixes representing the noble descendants of Vietnamese dragons and fairies, most notably the pair of blue 
dragons carved on both sides (Dien, 2016). The Hung Kings are revered as the common ancestor of the whole 
Vietnamese nation. Therefore, the worship of Hung Vuong has become a unique type of religious and cultural 
belief in the spiritual/cultural life of generations of Vietnamese people; is the spiritual fulcrum that creates the 
strength of the Vietnamese nation (Van, Long, Thanh, Dong, & Van Luong, 2020). 

 
3.2. Scan-to-HBIM application 

Figure 1 presented the Scan-to-HBIM with the obtained data processed. The process included 5 stages 
from collecting data through the 3D Laser Scanning method to the visualization through the emulator software. In 
2nd step, before the HBIM model was built, the 3D component model identified the Level of Development (LOD) 
through the questionnaire survey and the LOD standard based on the BIM Forum LOD Specification 2021. When 
the HBIM model is established by Autodesk Revit software, which is going to upload to the BIM Platform such 
as Autodesk 360, Bentley, Trimble Website, etc.  
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Figure 1. Scan-to-HBIM activities process 

3.3. Database Framework Establishment 
After proposing the survey tables from the reviews of related documents and studies, the author surveys 

the frequency of using the information on the components in a historical monument. The survey consists of two 
main phases: 

• Phase 1: Survey the frequency of information use of building components.  
• Phase 2: Primary survey with the first participants with the required amount of information for each 

element in the heritage model setting. 
After establishing a database, the authors apply the proposal to a real project to evaluate the performance 

of the database. The application implementation will be applied to specific software and types of components 
included in the proposed HBIM-FM model to evaluate the ability to provide information in the project. These 
recommendations represent a minimum information requirement during the operational phase. Therefore, when 
other projects adopt this information set, it is possible to customize more or less the development level of the 
information model in the project rather than the fixed LOD level. Figure 2 below presents the process of carrying 
out a 2-stage surveyor from which to propose an appropriate LOD level for the pilot heritage project, specifically 
here at the Hung King temple. 

 

 
Figure 2. Data collection process 

4. RESULTS 
The characteristics of this study are that the survey subjects are all individuals involved in the archeology 

and construction field, meanwhile, a very large number of surveys, distributed on a large scale and requiring 
resources such as time, cost as well as human resources, is extremely large. The time to carry out this study is 
limited, and the application of the sample population survey seems impossible. Therefore, the author chooses the 
sample survey method in the research. A descriptive statistical data analysis method was used in this study. The 
phase 1 survey was completed in April 2021 and the survey was sent to more than 200 subjects who are architects, 
engineers, and managers in the field of architecture - construction. Then, the author received 74 responses from 
individuals, of which 69 responses were valid. Survey subjects give feedback through Microsoft Office Form 
Online and paper copies are sent directly to individuals participating in heritage conservation projects and projects 
as well as individuals involved in management. operating management. In the statistics for the questionnaire 
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survey, in Figure 3, the majority of survey participants are consulting units (including engineers and architects) 
accounting for 39.1%, followed by investors and first-time operating management units. are 29% and 18.8% 
respectively. Since the units directly involved in the management and operation of the heritage and the 
conservation and restoration of the monuments are usually consulting and management units of the facility, the 
number of differences is biased towards the industry groups listed. 

 

  

Figure 3. Roles in the Construction Project 

The survey panels on the methods used in the conservation, archiving, and preservation of monuments 
and the problems encountered were shown in Figure 4. One of the outstanding problems in the process of managing 
and operating historic sites today is the loss of detailed information about historical structures (44) and the change, 
expansion, and adjustment of the functions of the heritage (39). The accuracy of hand-drawn drawings is not high 
as well as the lack of drawings, information, and documents related to heritage works are equally important, due 
to the application of new technologies such as AutoCAD or Revit over the past two decades while the historical 
works have existed for a long time. 

 

 
Figure 4. The common problems in the management and operation of historical monuments nowadays 

 
The author uses the Likert scale method and SPSS tool to process the obtained data. In Table 4 in which 

questions 1 and 2, the integration of HBIM is necessary to build a unified information model for the management 
and operation of the monument plays an important role in the concept, which in higher mean, 4.64 and 4.7, the 
conservation of historical buildings, made through energy refurbishment or retrofit and restoration works on 
existing buildings. 
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Table 4. The integration of HBIM is necessary to build a unified information model for management and 
operation 

  N Minimum Maximum Mean Std. 
Deviation 

1. The integration of building 
information modeling (BIM) for the 
heritage, namely Heritage building 
information modeling (HBIM) 

69 2 5 4.64 .766 

2. It is necessary to build a unified 
information model for the management 
and operation of the monument 

69 2 5 4.70 .692 

 
One of the first important steps in building an HBIM-FM model is to establish a LOD system following 

the standards and requirements of the building operation management unit. To do this work in the real project, the 
authors use the proposed LOD system. Figure 5 displays a model of bronze burners in the style of the Nguyen 
Dynasty, which is more than 50 years old in Hung Kings Temple. The geometric and informational complexity 
that architectural models can achieve requires the determination of the complexity of the model and the degree of 
precision achieved in the geometrical definition and quantity and reliability of information related to an element 
or project through LOD. Because of LOD500 in which the model element is a field-verified representation accurate 
in terms of size, shape, and location with orientation, the Hung Kings temple also includes the axis which meant 
the LOD400 is adaptiveness to the detailing, fabrication, assembly, and installation information. 

 

 
Figure 5. HBIM LOD sample identification 

5. DISCUSSION 
The construction of a shared digital data warehouse also needs to be done methodically, consistently, and 

scientifically. Units that have digitized data and have their database need to soon integrate and share data with 
stakeholders. Through the preliminary survey, the 3D Laser Scanning technology group is dominant in the 
conservation, maintenance, and restoration of historical monuments in Vietnam. Combined with current research 
trends in the world, the research team has chosen the 3D Laser Scanning method because of its effectiveness, 
popularity, and optimal support for the HBIM modeling process in the future. 

The process adopted for HBIM creation of structural covering systems, beginning with 3D Laser Scanning 
surveys and orthoimage synthesis, may be summed up as follows: 

1) Definition of the structural element macrofamily component. 
2) The BIMForum LOD proposal-based definition of the hierarchical aggregation of the many object 

elements within the object family. 
3) Material specification for each object element. The establishment of such hierarchies of objects is the 

beginning point for the definition of a database of structural elements finished for the building of HBIMs, which 
account for the condition of the surveyed structures and the integrated information on the geometry and 
construction methods. 

HBIM involves the integration of geometric 3D information with heritage property survey and analysis. 
As the Legacy Information Model progresses toward a higher level of precision, the expansion of parameter groups, 
subgroups, and individual parameters becomes possible. By building a database with a suitable LOD, the study 
builds a suitable HBIM model for each use purpose such as renovating, restoring, and replacing components when 
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stakeholders. Through the preliminary survey, the 3D Laser Scanning technology group is dominant in the 
conservation, maintenance, and restoration of historical monuments in Vietnam. Combined with current research 
trends in the world, the research team has chosen the 3D Laser Scanning method because of its effectiveness, 
popularity, and optimal support for the HBIM modeling process in the future. 

The process adopted for HBIM creation of structural covering systems, beginning with 3D Laser Scanning 
surveys and orthoimage synthesis, may be summed up as follows: 

1) Definition of the structural element macrofamily component. 
2) The BIMForum LOD proposal-based definition of the hierarchical aggregation of the many object 

elements within the object family. 
3) Material specification for each object element. The establishment of such hierarchies of objects is the 

beginning point for the definition of a database of structural elements finished for the building of HBIMs, which 
account for the condition of the surveyed structures and the integrated information on the geometry and 
construction methods. 

HBIM involves the integration of geometric 3D information with heritage property survey and analysis. 
As the Legacy Information Model progresses toward a higher level of precision, the expansion of parameter groups, 
subgroups, and individual parameters becomes possible. By building a database with a suitable LOD, the study 
builds a suitable HBIM model for each use purpose such as renovating, restoring, and replacing components when 

necessary. In the following research step, the research team conducts a demand survey using model information 
to accurately identify components with specific LOD requirements. In this research, the author proposes the LOD 
application in 5 levels (from LOD 100 to LOD 400) because lacking software and the information stored, 
identification of the information needs plays an important role in the mockup project in Heritage Architecture in 
Ho Chi Minh City, Vietnam. 
 
6. CONCLUSIONS 

A Hung Kings model created in a BIM environment enabled the management of data about the properties 
of the materials and the geometry of the surfaces. This is particularly beneficial for the storing and exchanging of 
geometric and semantic data to manage architectural features of historical significance. In addition, Revit software 
allowed for the management of information inherent to the features of the materials, as well as the acquisition of 
semantic information. Consequently, it is feasible to correlate historical and architectural information with each 
object. This can be accomplished by the creation of a basic local database or a centralized one, i.e., one with 
standard requirements that catalog all the artifacts on the national territory that are recognized as belonging to the 
cultural heritage. The HBIM model of the temple after determining the appropriate LOD level and after processing 
the data in the next phase, the author proceeds to build a suitable HBIM model. 

In addition, to promote the value of the intangible cultural heritage data warehouse, it is necessary to apply 
virtual reality (VR), and augmented reality (AR), which to help improve education and preserve heritage, including 
intangible cultural heritage. Through the proposal to build a scale of model development from the above Scan-to-
HBIM process, the creation of digital data on cultural heritage based on new construction and integration openly 
access digital data will serve to store, manage, research, conserve, exploit, promote heritage, and promote 
sustainable tourism development. 
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Abstract: While traditional project management contracts tend to focus on delineating the work responsibilities 
of different teams, construction projects often require close collaboration between stakeholders to integrate various 
interfaces. Building Information Modeling (BIM) is not only a virtual modeling tool for detecting interface clashes 
but also an audit tool for streamlining information flow among all stakeholders. The exchange of information and 
mutual support between stakeholders is critical to successful teamwork in construction projects. This report draws 
on the practice in construction projects as cases to highlight the often-overlooked role of building information 
management in the project lifecycle. We demonstrate how BIM facilitates collaboration and enhances 
communication between stakeholders, ultimately leading to more successful project outcomes. 

 
Keywords:  Building information management, Multi-stakeholder team collaboration, Information transparency. 

 
1. INTRODUCTION 

Construction project management often involves hierarchical contracts between the client, architect, 
contractor, consultants, sub-contractors, and suppliers, with a focus on clearly defining the responsibilities of each 
stakeholder team. However, traditional contracts that allocate responsibilities may not align with the proactive 
collaboration needed in construction projects. Building Information Modeling (BIM) can facilitate information 
exchange and efficient communication between different stakeholder teams. Rather than simply using 3D drafting 
tools for modeling, BIM is a database that captures a wide range of information about building elements and their 
attributes and relationships (McArthur 2015). Despite its potential benefits, some contractors are hesitant to share 
information or use BIM with owners, hindering its adoption. Research suggests that improving information 
transparency in construction management could greatly enhance collaboration among stakeholder teams (Brady et 
al. 2018). 

The objective of this paper is to demonstrate effective BIM management strategies for promoting its 
integration benefits within traditional contract structures. To successfully apply BIM at the management level, four 
key elements must be in place: “the Policy, Process, People, and Technology”, also known as the "3P & 1T" 
framework (Hamed 2011) (Lee & Borrmann 2020). The “Policy” involves the inclusion of BIM implementation 
in traditional contracts. The “Process” pertains to the integration of BIM workflows within the traditional interface 
responsibility division system. The “People” focus on the cognitive readiness of project managers (non-modelers) 
to implement and apply BIM, while the “Technology” refers to the technical ability of project participants to use 
modeling software. With these elements in place, the stakeholder team can provide accurate models (Technology), 
project execution or management can address interface problems (People), BIM managers can control the 
workflow execution (Process), and the Owner or project manager can use BIM models as a contract review tool 
(Policy). This allows the project's execution and management levels to apply model information to the information 
management level. The practical BIM management cases presented in this paper are based on these principles. 

 
2.  INTERGRADATION OF BIM TO TRADITIONAL PROJECT CONTRACTS  

Integrating BIM into traditional project contracts requires clear communication of the reasons and 
expectations for its use in the contract documents. The following keynotes are considered: 

 
1. Define BIM integration based on the project's nature, objectives, and goals. 
2. Integrate BIM requirements into contract documents, including scope of work, specifications, drawings, 

and output items. 
3. Clearly define the roles and responsibilities of all stakeholders in relation to BIM in the contract. 
4. Define the BIM deliverables in the contract documents, including the required models and associated data. 
5. Incorporate BIM into project management processes, including design review, coordination meetings, 

and construction management. 
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Integrating BIM into traditional project contracts can lead to increased transparency and improved 
collaboration among project stakeholders, ultimately resulting in better project outcomes with reduced risks. When 
BIM is used as a collaborative tool throughout the project lifecycle, it can increase efficiency, reduce errors, and 
improve project outcomes. However, traditional design or construction contracts have not typically included BIM 
as a key component, with BIM often only required as a tool for generating deliverables or design integration in the 
appendixes. Therefore, successfully implementing BIM requires a comprehensive approach that incorporates 
concepts such as Policy, Process, People, and Technology (3P & 1T), as well as adjusting the workflow under the 
guidance of ISO 19650 CDE. This approach can include providing a visual platform for multi-discipline interface 
integration, upgrading it to a design audit core, and utilizing it as a decision-making judgment tool. 

Case1: The underground station of the Bangkok MRT 
As an example, consider the design and build project for the Bangkok MRT underground station. The 

contract is divided into three stages: Definitive Design, Detailed Design, and Construction Reference Design. BIM 
review milestones are set, including 25% Definitive Design LOD 200, 50% Detailed Design LOD 250, 75% 
Detailed Design LOD 300, and 100% Construction Reference Drawings LOD350. The process is illustrated with 
the BIM standard of another project for confidentiality (Figure 1). By setting these milestones, the project team 
can ensure that BIM is used as a collaborative tool throughout the project lifecycle, increasing efficiency, reducing 
errors, and improving project outcomes. Effective design integration of all construction items, linking CSD 
(combined service drawings) and SEM (structure, electrical and mechanical), is crucial for project success. One 
key challenge is integrating BIM into traditional design workflows.  

 

 
 

Figure 1. An integrated process of building information management (KUTS 2011) 
 

Detailed Design consultants create a Preliminary Model using the Definitive Design CAD drawings and 
then further integrated into the federated model. It is illustrated with false models and drawings in Figure 2 and 
Figure 3 for confidentiality. The model is LOD 200 and includes discipline models for architecture, structure, civil 
engineering, and MEP (Mechanical Electrical Plumbing). It is important to check the overall CAD drawings of 
each discipline model to identify conflicts in design content and coordination priority, as shown in Figure 5. 
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Figure 2. From 2D CAD drawings to single system building information modeling (from the authors) 

The second segment (25~50%) and the third segment (50~75%) of the project are developed in the Design 
Details stage, which are corresponding to LOD 250 and 300 respectively. The focus of this stage is on detailed 
integration between systems, as shown in Figure 3. Coordination priorities are referred to in Figure 5. BIM is used 
as an audit tool to coordinate and integrate the three stages into LOD 350, which matches the Design Program. 

 

 
 

Figure 3. From 2D CAD drawings to the federated model (from the authors) 
 

The fourth segment involves reaching 100% completion of the 3rd stage, which is the Construction 
Reference Drawings (CRD). This stage involves the integration of design and construction, resulting in a LOD 
350 modeling. The LOD 350 segment is a shared component that combines the construction team and the 
subcontractor chosen by the owner (NSC), who is the client shared at ISO 19650 CDE. The integration process is 
illustrated in Figure 4. 

 

 
 

Figure 4. ISO 19650 Common Data Environment 
workflow (from ISO 19650-3-2020, with annotations 

by the authors) 

Figure 5. MRT project coordination priority 
(from the authors) 

 
At each stage, VDR (Virtual Design Review) is used for integration, and then CAD drawings are sent 

out from the integrated model to complete the published process. Refer to the BIM workflow in Figure 6. 
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Figure 6. The MRT project BIM execution plan (with annotations by the authors) 
 

3. AN INTEGRATED WORKFLOW OF BUILDING INFORMATION MANAGEMENT 
 
Case 2: Western Digital high-tech plant project 

The second case study involves integrating BIM into the traditional Request for Information (RFI) 
workflow during the construction phase of the Western Digital high-tech plant project. In the traditional RFI 
process (represented by the yellow route in the figure below), the main contractor sends an RFI to the owner's 
project management team, which is then reviewed by the design team. The design team must then review and 
respond, discuss with the owner's group, seek solutions to the problem, and then reply to the main contractor to 
close the RFI process. During the construction phase, RFIs typically relate to interface problems or incomplete 
design information and may involve the owner's Nominated Sub-Contractor (NSC) or inconsistencies between 
different design contracts. With BIM integration (represented by the blue route in the figure below), the model 
connects different stakeholders' teams for integration on RFI issues, seeking solutions, and responding to the design 
team for design revisions. This enhances collaboration and efficiency and helps to resolve issues more quickly. 
Refer to Figure 7 for a visual representation of the process. 

 

 
 

Figure 7. The BIM-augmented RFI process of the Western Digital expansion project (from the authors) 
 

To ensure adherence to ISO 19650 CDE guidelines, BIM integration follows a structured approach. First, 
a preliminary model is developed from tender drawings to establish a baseline. During the Work in Progress (WIP) 
stage, the main contractor submits an RFI application form with supporting drawings and material clarification 
needs. The project management team reviews the RFI and uses the preliminary model to integrate the relevant 
regional model. This integration stage is referred to as shared coordination, and all project stakeholders are invited 
to participate. After thorough discussions, negotiations, and integrations, a proposed solution is submitted to the 
Owner for approval and publishing. The Owner then instructs the construction team to execute the decision and 
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complete the Archive stage. Refer to Figure 8 for a visual representation of this process. The subsequent cases (3 
and 4) highlight the positive impact of BIM integration in this RFI process. 

 

 
 

Figure 8. The ISO-19650 process of the Western Digital expansion project (from the authors) 
 

Case 3: Western Digital high-tech factory 
The Western Digital high-tech factory expansion project had a construction cost of approximately 1.1 

billion US dollars. During the pre-construction phase, the initial design model was created. However, as the 
production equipment data and factory engineering data were provided by different stakeholders' teams, 
inconsistencies arose due to asynchronous information. To address this issue, BIM was implemented into the 
project during the initial construction period, resulting in better integration. During the initial design model stage, 
the pipeline data provided by production equipment manufacturers (NSC - Nominated Subcontractor) was vague, 
particularly in the series connection of equipment and machine pipelines, which are known as the Single Line 
System. As shown in Figure 9, the left side represents the Integrated BIM 3D Coordination Model, while the right 
side shows the Single Line System. 

 

 
 

Figure 9. The 3D BIM coordination model and Schematic CAD drawing (from the authors) 
 

The equipment plan in the design phase only provided preliminary information on the location, quantity, 
and interface of the pipeline, without details on the pipeline itself as shown on the right side of Figure 10. The lack 
of detailed information on the equipment resulted in the imprecise location of the interface, and only a rough 
arrangement of the interface was possible. BIM integration allowed for a more detailed diagram of the equipment 
machine, as shown on the left side of the figure. 
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Figure 10. The Detailed Drawing after Integration of BIM (Left, from the authors), 
 and the pipeline drawing in the Design stage (Right, from the authors) 

 
During the construction phase, it was assumed that all the production equipment planning was completed. 

However, significant discrepancies were revealed in the federated model, which highlighted an obvious gap in the 
equipment space and a lack of serial connection design and definition of construction responsibility in the interface. 
This is depicted in Figure 11, where the left-hand side shows displacements found when the detail drawings were 
laid on top of the system drawing. On the other hand, after BIM integration, the right-hand side shows that the 
conflicting arrangement of the pipes was corrected by BIM. 

 

 
 

Figure 11. Detail pipeline drawings are overlaid on the system diagram (left, from the authors).  
BIM showed the conflict situation of pipelines (right, from the authors). 

 
The final solution to the discrepancies and problems encountered in the construction stage was to revise 

the contract and add an additional 'Hook up' subcontractor, as well as provide detailed information about the 
production equipment. BIM integration played a crucial role in resolving these issues, as shown in Figure 12.  

 

 
 

Figure 12.  Resolving the piping conflict (from the authors). 
Interface issues can often be overlooked during the bidding process due to the lack of vertical height 

information in 2D CAD drawings. This issue is unavoidable when the contract maker relies solely on CAD 
drawings as the “Policy”. To address this issue, a comparison should be made between the 2D CAD drawings and 
3D models based on BIM “Technology”, and “People” involved in the integration process should adopt a new 
mindset. This can be achieved by changing their perspective toward the integration “Process”. 
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Case 4: Western Digital high-tech factory 
BIM integration promotes information transparency and can facilitate collaboration among stakeholders, 

transforming their previously independent attitudes into active problem-solving. In the Western Digital high-tech 
factory project, the bundle pipeline (red pipeline) belonged to the owner's subcontractor, while the platform water 
tanks and discharge pipeline belonged to the contract of the plant engineering contractor. In the original design, 
the bundle pipeline passed through the lower platform of the water tank and extended to the upper platform to 
connect to the production equipment series. However, BIM integration revealed a conflict between the two systems 
in the area marked with a blue circle in Figure 13. This conflict had to be resolved through collaboration and 
coordination among the stakeholders.  

 
 

Figure 13. The pipeline conflict in case 4 (from the authors). 
 

In this case, BIM was utilized as a transparent platform for integrating information provided by the model 
to facilitate communication, planning, and resolving discrepancies and missing interfaces in contracts prior to 
construction. To effectively integrate BIM into design project information management, it should be included at 
the preliminary construction stage, right from the beginning. 2D CAD drawings often do not provide enough 
information to determine equipment space, leading to synchronization and simultaneity issues in management 
information and design models. BIM provides a solution to these issues by improving transparency and enabling 
active collaboration among stakeholders' teams. Thus, BIM should be considered as a communication tool for 
resolving issues and improving the overall project outcomes. The project manager, production equipment manager, 
equipment subcontractor, pipeline subcontractor, plant contractor, water tank subcontractor, design unit, and 
project management unit held joint negotiations to resolve the issue with the help of BIM integration. The 
stakeholders worked together to find a solution and decided to change the pipeline route, connecting it from the 
left equipment room to the top of the platform, as illustrated in Figure 14. This decision was reached through 
collaborative discussions and effective use of BIM, which allowed all parties to visualize the problem and agree 
on a viable solution. 

 

 
 

Figure 14. The resolution of pipeline conflict in the case 4 (from the authors). 
 

BIM integration in this case provided visibility into design deficiencies and conflicts, allowing decision-
makers at the owner's level to make informed decisions. To establish a successful BIM integration process, it is 
crucial to involve all project stakeholders and change the mindset of executive and management personnel. This 
can be achieved by timely addressing major design deficiencies prior to construction. BIM models provide detailed 
and transparent information, enabling better cooperation and coordination among stakeholders and achieving better 
design outcomes. Moreover, the BIM model allows for easier comprehension of construction difficulties and future 
maintenance needs, emphasizing the importance of collaboration among all stakeholders. 
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5. CONCLUSION 
BIM highlights the importance of exchanging information and making project information visible to all 

stakeholders involved in the project. This approach brings several benefits, such as improved design quality, 
increased collaboration, reduced errors and duplication of work, and significant risk reduction. By promoting 
information transparency, BIM facilitates effective information management, thereby enhancing project 
coordination and management. The adoption of BIM enables project teams to shift from traditional contracts with 
passive cooperation to more proactive integrated work, leading to better project outcomes. 

The combination of 3P plus and 1T is a crucial aspect that helps overcome the limitations of traditional 
contracts. By utilizing a transparent platform, it promotes cooperation among all stakeholders' teams, allowing 
them to make decisions through discussions and integrate them into the model process, which ultimately fosters 
the integration of BIM. Breaking down the barriers between contracts, this approach encourages collaboration and 
helps to achieve better outcomes in terms of design, construction, and risk management.  

The promotion of BIM currently faces a limitation in the industry due to the lack of implementation of 3P 
and 1T cooperation. It is important to emphasize the participation of owners and the transparent application of 
BIM to improve collaboration among teams and effectively utilize its functions. Practical BIM management 
experience cases are used to demonstrate workflow, model integration, and decision-making results to uncover the 
key to BIM's success. 
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Abstract: Despite the vigorous development of Building Information Modeling (BIM), research on the application 
of BIM for drainage systems mainly focuses on building drainage systems, while BIM applications for roadway 
drainage systems are less discussed. The most significant difference between the two systems is that roadway 
drainage systems are designed based on the geographic environment and hydraulic analysis, resulting in different 
object types, object usage, and object properties. For example, the design of a roadside ditch must conform to 
roadway alignment, and the upstream/downstream connection between roadway drainage objects may be one-to-
many instead of one-to-one. Therefore, the existing frameworks for building drainage systems are not applicable 
to roadway drainage systems. 

Drawing upon experience in major civil engineering projects in Taiwan dating back to 1994, Sinotech 
Engineering Consultants, Ltd. proposes a BIM-based roadway drainage model. Based on the framework of the 
model, a computer-aided design system for roadway drainage, SinoDrain, is developed to refine the design process. 
The model and SinoDrain provide a data structure to store massive data about the roadway drainage system, 
simplifying the design process and significantly reducing the likelihood of human error. Furthermore, SinoDrain 
has been verified in multiple projects, enhancing accuracy, and realizing significant cost and time savings, and 
bringing theoretical and practical benefits to the field of roadway drainage design. This research cites the Taoyuan 
Aerotropolis - Zone B2 project as an example. Sinotech Engineering Consultants, Ltd. first performed the detailed 
design of the roadway drainage system using traditional design methods, and then re-performed the detailed design 
using the proposed model and SinoDrain to establish the BIM model. 
 
Keywords:  BIM, Computer-Aided Design System, Roadway Drainage Model, Taoyuan Aerotropolis 
 
1. INTRODUCTION 

Extreme weather events are occurring with increasing frequency, and impermeable surfaces are 
increasingly used in urban areas. The roadway drainage system, therefore, plays a crucial role in rainwater drainage, 
which relates to traffic safety, road maintenance, soil and water conservation, and disaster prevention. Without 
proper roadway drainage system design, runoff can cause traffic accidents, road damage, or environmental 
disasters such as flooding, landslides, and water pollution (Aranda et al., 2021). Owing to its strong relationship 
with rainwater and the roadway, the design of a roadway drainage system is subject to terrain, hydraulic 
characteristics, and roadway alignment (Mukherjee, 2014), setting it apart from other drainage systems. Even 
though BIM-based design tools for building drainage systems are numerous, and can provide engineers with an 
efficient way to build an integrated 3D model (Rabia & Kumar, 2022; Wei et al., 2017), these existing tools are 
not applicable to roadway drainage systems because of the differences between the two systems. 

With the vigorous development of BIM, several open standards for data exchange have been defined, such 
as LandXML, InfraGML, and IFC4 Add 2 (buildingSMART, 2023; LandXML.org, 2023; OGS, 2023). Many 
extended models for use in roadway infrastructure design have also sprung up; nevertheless, the roadway drainage 
system is simply defined within those models, and these open standards and open models cannot clearly express 
the object types, properties, and relationships for the roadway drainage system (Amann et al., 2013; Amann et al., 
2014; Amann et al., 2015; Gao et al., 2016; Kim et al., 2016). Moreover, commonly used BIM software for civil 
engineering in Taiwan, e.g., Civil 3D and OpenRoads, also lack such data structures. For example, a roadside ditch 
is classified as a roadway object in Civil 3D, whereas its drainage functionality is ignored, meaning engineers 
cannot use Civil 3D for drainage design. Furthermore, research on the application of models for roadway drainage 
systems is severely lacking, with only a few cases in which researchers developed automation systems (Atencio et 
al., 2022) or achieved early-stage drainage system planning with existing software (Kuok et al., 2022). Hence, 
many processes, such as modeling and tabulation, are still being conducted manually in conventional drainage 
design, leading to insufficient documentation, visualization, and coordination, and resulting in duplication of 
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efforts, time consumption for iterative revisions, and human error. In addition, the Construction and Planning 
Agency, Ministry of the Interior, R.O.C., began promoting the adoption of BIM in civil engineering projects in 
2014, and began mandating the use of BIM in some public civil engineering projects (Yang, 2017). As of May 
2023, however, the Construction and Planning Agency has not yet announced specific criteria for when BIM must 
be used in a project. 

In order to address these deficiencies of BIM, namely how engineers lack adequate data structures and 
tools for use in roadway drainage system design, and so that engineering firms in Taiwan can comply with any 
requirements to use BIM, this research (1) proposes a BIM-based roadway drainage model, which encompasses 
comprehensive and interdisciplinary data structure, and (2) develops a computer-aided design system, SinoDrain, 
for roadway drainage to verify the model’s validity and practicality. The workflow is as follows: (1) define object 
types, properties, and relationships for the roadway drainage model by interviewing engineers, (2) using the model, 
develop SinoDrain on Civil 3D, (3) validate SinoDrain using several real-world projects, (4) modify the model 
according to the validation results from step (3), and (5) repeat steps (3) and (4) until the roadway drainage model 
and SinoDrain can meet the design requirements for the Taoyuan Aerotropolis - Zone B2 project.  

 
2. ROADWAY DRAINAGE MODEL 

Roadway drainage system design usually takes place after large-scale land development. In addition to 
the terrain, hydraulic characteristics, and roadway alignment, underground pipelines also need to be considered as 
pipeline conflicts tend to occur when designing the roadway drainage system. Due to the interdisciplinarity of 
roadway drainage system design, iterative revision is inevitable during the design process. Also, the 
upstream/downstream connection between objects in a BIM model may be one-to-many instead of one-to-one. 
Roadway drainage objects are unique in their types, usage, and properties, and simply dividing them into pipe and 
structure (i.e., Civil 3D) is insufficient for practical use. Given the above-mentioned problems, this research 
proposes a proper and applicable BIM-based roadway drainage model. As shown in Figure 1, the proposed model 
clarifies the classification and the relationships of roadway drainage objects by referring to the concept of object-
oriented programming. In the model, each object type has a specific property set that can store geometric and non-
geometric properties of the roadway drainage object, while the relationships specify a given object's upstream 
object(s), downstream object, and its association with roadway alignment and terrain, thereby establishing a 
comprehensive roadway drainage system data structure.  

The scope of the proposed model is limited to roadway drainage objects in the Taiwan context, but for 
closely related roadway objects, i.e., alignment and terrain, the model provides a data structure to achieve data 
exchange for relevant properties, such as surface elevation and alignment station. Additionally, the model is mainly 
designed for the implementation of land development projects on flat terrain. 

 

 
 

Figure 1. BIM-based roadway drainage model 
 

(1) Object Classification 
Firstly, according to their geometric characteristics, roadway drainage objects are divided into 2 types, 

namely drainage pipe and drainage structure, and are then subdivided according to their usage. In total, 7 object 
types are defined. With different usages and section shape types, each object type has its specific geometric and 
non-geometric property set. The definition and diagram of each object type are illustrated in Table 1.  
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Table 1. Classification of roadway drainage objects 
Type Shape Definition 

|- Drainage Pipe The geometric characteristic of drainage pipe is composed of 
an alignment and one or many section(s). 

|- Trapezoidal Channel 
 

Trapezoidal channels collect rainwater or standing water into 
an existing drainage system. 

|- Pipe Culvert 
 

A pipe culvert connects a catch basin to a box culvert. 

|- Box Culvert 
 

Box culverts act as arteries for roadway drainage; for 
example, they have sufficient space for large flows and 
electrical conduits. 

|- L-shaped Ditch 
 

L-shaped ditches are designed for interception, and are 
usually larger than U-shaped ditches.  

|- U-shaped Ditch 
 

U-shaped ditches are usually located at the edge of roadways 
or sidewalks to collect rainwater, standing water, and surface 
runoff. 

|- Drainage Structure The geometric characteristic of drainage structure is a single 
component. 

|- Catch Basin 
 

Catch basins are designed to collect and store rainwater or 
surface runoff. 

|- Manhole Manholes are vertical tunnels that provide personnel access 
to sewers for inspection and maintenance. 

|- Box Culvert Manhole 
 

Box culvert manholes are located on box culverts. 

 
(2) Object Relationships 

As shown in Table 2, a roadway drainage object generally has one/many upstream object(s), a downstream 
object, and associated terrain. However, trapezoidal channel, L-shaped ditch, and box culvert manhole do not have 
the relationships defined in the scope of the model. This is because trapezoidal channel and L-shaped ditch are 
usually the starting point where there is no object upstream, and downstream there is usually an external drainage 
system; and because a box culvert manhole is not a water channel. The remaining object types have certain 
upstream/downstream connections depending on their usage. Taking box culvert as an example, its upstream 
object(s) can be another box culvert and/or one/many pipe culvert(s), while its downstream object can only be 
another box culvert (it may also be a detention basin or an external drainage system, both of which are not in the 
scope of the model). On the other hand, U-shaped ditch has one/many associated roadway alignment(s), and the 
U-shaped ditch follows roadway alignment(s). Moreover, box culvert manhole has an associated box culvert on 
which the box culvert manhole is located. In summary, the relationships defined in the model conform to the design 
principle of the roadway drainage system and the engineers’ design logic. 

 
Table 2. Roadway drainage object relationships 

Type 
Upstream 
Object(s) 

Downstream 
Object 

Terrain 
Roadway 

Alignment 
Box 

Culvert 
Trapezoidal Channel - - V - - 
Pipe Culvert Catch Basin Box Culvert V - - 

Box Culvert 
Box Culvert, 
Pipe Culvert 

Box Culvert V - - 

L-shaped Ditch - - V - - 

U-shaped Ditch 
Catch Basin, 
U-shaped Ditch 

Catch Basin, 
U-shaped Ditch 

V V - 

Box Culvert Manhole - - V - V 

Catch Basin 
Pipe Culvert, 
U-shaped Ditch 

Pipe Culvert, 
U-shaped Ditch 

V - - 

* V: The referred object relationship exists. 
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3. SYSTEM DEMONSTRATION 
Based on the model, a computer-aided design system for roadway drainage, SinoDrain, is developed. 

SinoDrain is a Civil 3D application programming interface (API). As shown in Figure 2, the whole design process 
consists of three major steps, using Civil 3D for design and Revit for BIM model management and visualization. 
First, engineers utilize the object design and management tools provided in the aided design module to conduct 
roadway drainage system design. Second, based on the design results, the engineers use the data exchange module 
to create two tables, namely an object properties table and an object geometric data table. Last, the engineers use 
the data exchange module developed in Revit to automatically remodel the roadway drainage system as a BIM 
model with the two tables and family components, which are built based on the object types and properties defined 
in the roadway drainage model. The object properties table can be used for drawing and modeling, and it provides 
sufficient data for conducting hydraulic analysis in EPA SWMM or similar software. Moreover, the hydraulic 
analysis results can be entered into SinoDrain to automatically adjust the design. Figure 3 shows a roadway 
drainage object properties table format that is commonly used in Taiwan.  

To verify the model and the system’s validity and practicality, SinoDrain was used to perform detailed 
design work for the roadway drainage system in Taoyuan Aerotropolis - Zone B2. The detailed design work had 
originally been performed using traditional design methods, and was then re-performed using the proposed model 
and SinoDrain to establish the BIM model. Taoyuan Aerotropolis is a land development project that aims to 
accelerate industrial and economic prosperity around Taoyuan International Airport. Zone B2 is located in the 
southwest of Taoyuan Aerotropolis, with an area of 184.85 hectares that is mainly planned for residential 
development.  

With the implementation of SinoDrain, the roadway drainage system of zone B2, which comprises 630 
drainage pipes and 326 drainage structures, is successfully built. This successful implementation demonstrates that 
the standardized and parameterized objects, which are developed based on the roadway drainage model, can store 
the properties, and it demonstrates that the BIM model can be built effectively and efficiently. In addition, the 
model structure is capable of managing interdisciplinary data while coordinating with other fields, significantly 
reducing time consumption for iterative revision and human error. The detailed design results of the roadway 
drainage system for Taoyuan Aerotropolis - Zone B2 are displayed in Figure 2. 

 

 
 

Figure 2. SinoDrain workflow  
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Figure 3. Object properties table 
 

Thanks to the proposed model and SinoDrain, overall working time in the detailed design was reduced by 
33% compared to traditional design methods, with significant reductions in time spent on system design (46%), 
drawings and modeling (71%), and tabulation (83%), thereby boosting efficiency and saving labor costs. Moreover, 
SinoDrain and the roadway drainage model are proven to fulfill the practical requirements of roadway drainage 
system design. 

 

 
 

Figure 4. Time savings 
 

4. CONCLUSIONS 
This research proposes a BIM-based roadway drainage model which clarifies the types, properties, and 

relationships of the roadway drainage model, and further develops a computer-aided design system, SinoDrain, 
which is an API of Autodesk BIM software Civil 3D. The model provides a data structure for roadway drainage 
objects, and SinoDrain assists engineers throughout the whole design process. In conclusion, the implementation 
of SinoDrain in the Taoyuan Aerotropolis - Zone B2 project verifies SinoDrain’s applicability and the model’s 
validity. Furthermore, by simplifying the process and reducing manual operation, the proposed model and 
SinoDrain effectively improve design accuracy and efficiency. These research results can be used to promote the 
development of BIM in the field of roadway drainage system design, and further boost the quality of public civil 
engineering projects in Taiwan.  

Three suggestions are given for future studies. First, aside from the roadway drainage objects included in 
this research, more roadway drainage objects can be added to meet the various requirements of different projects. 
Second, as elevation design is an important issue in roadway drainage design, a function that generates vertical 
profiles can be developed to enhance design efficiency. Third, further integration of the proposed model with other 
BIM-based models, in particular roadway models or software, can be studied in order to improve data exchange 
across platforms.  
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Abstract: For efficient and effective maintenance of aging piled piers, the camera-mounted radio-controlled boat 
was developed. This enabled the acquisition of 3D dense polygonal model with rich texture of undersurface of 
superstructure of piled pier by SfM/MVS process to multiple images. In this paper, for the effective use of 3D 
model in maintenance stage, we propose the method for automatically converting it to a simplified textured model. 
From a viewpoint of design and functionality of piled pier, multiple beam and pile head are arranged so that they 
configurate orthogonal grid. By utilizing such a domain specific knowledge of piled piers, our method 
automatically segments a dense polygonal model into major parts, such as slab, beam, and pile head, and converts 
it to a simplified polygonal model where each constituent region is represented by a planar surface. We also create 
ortho image of each planar region and reconstruct a 3D simplified textured model. We demonstrate the 
effectiveness of our proposed method through various experiments. 
 
Keywords:  Piled pier maintenance, SfM/MVS, Semantic segmentation, 3D modeling 
 
1. INTRODUCTION 

Many port structures in Japan are aging, and the importance of efficient and effective maintenance and 
renewal has been pointed out. Among them, for inspection of piled pier, the current situation is that professional 
engineers take a small boat and visually inspect it in a confined environment. However, in addition to the limited 
number of engineers, the work on the boat is a heavy burden. And there is another problem such as a limited time 
for inspection considering the tide level. Against this background, a radio-controlled boat equipped with a camera 
was developed to improve efficiency and manpower-saving (Mizuno, 2018). As a result, it became possible to 
acquire image data of the undersurface of the pier superstructure without the presence of professional engineers, 
and inspection based on these images has become established as an effective means. 

In the process of diagnosing the degree of deterioration of a pier, it is necessary to evaluate the degree of 
each member. Therefore, in image-based diagnosis, it is effective to first construct a high-density 3D model with 
rich textures from the obtained images by structure from motion and multi-view stereo (SfM/MVS). In addition, 
it is expected to convert point cloud to simplified model by automatically extracting end points and intersection 
points of each member from the model, performing semantic segmentation to divide the model into each member 
to be diagnosed, such as floor slabs, beams, and pile heads, and approximating each region with a primitive shape. 
In addition, it is valid to create an orthoimage for each planar region that constitutes each member, extract 
deterioration such as cracks and spalling on this orthoimage and manage the results by associating them with the 
3D model. This makes it possible not only to diagnose the degree of deterioration for each member, but also to 
draw the results on a 3D model. In addition, since the built model is lightweight, it is possible to manage the model 
on the cloud and view it on a PC or mobile terminal via the Internet. In addition, the use of 3D models has the 
advantage of making it easier to visually understand the positional relationship of deterioration and damage 
compared to the inspection results summarized in the current 2D developed view, and to share them among related 
parties. 

However, at present, there is no software that can automatically perform processing such as semantic 
segmentation and 3D simplified model construction on the 3D scanned polygon model of piled pier. Therefore, all 
these processes must rely on interactive work by the operator, and it takes a huge amount of time to select one by 
one while visually checking the region boundaries of the high-density model. Therefore, the development of a 
method to automate this 3D processing is required. 

 
2. RELATED WORKS 

In recent years, in addition to the conventional terrestrial laser scanning (TLS), mobile 3D scanning 
technology has spread rapidly and has become widely used for 3D scanning of civil engineering structures. It is 
also widely used for scanning by mounting it on a mobile platform such as an Unmanned Aerial Vehicle (UAV) 
(Mohammadi et al., 2021). Along with this, semantic segmentation which decomposes the measured point cloud 
into each member and 3D modeling have been actively studied in recent years, especially for road bridges. 

For example, in the study (Lu et al., 2019), they deal with a laser scanned point cloud of RC bridge as a 
target and proposed a method for decomposing it into main members, such as slab, pier, pier cap, girder, by slicing 
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the point cloud at regular intervals and evaluating local shape characteristics of the partial point cloud obtained. In 
the study (Yan et al., 2022), 3D scanned point cloud of steel girder bridge by TLS or UAV-based laser scanner is 
targeted and a method is presented to divide the point cloud into main members such as bridge deck, steel girder, 
and cross frame based on clustering and segmentation method. In (Truong-Hong and Lindenbergh, 2022), the 
method targets the measurement point cloud of RC bridge and proposes a method to divide it into main members 
based on surface clustering. The common idea of these methods is that they all target a specific class of structures, 
use common design rules and domain-specific knowledge, and propose geometric methods specialized for that 
class. Since piled pier we deal with in this research has different shape characteristics from these structures, they 
cannot be used directly, and the development of a method specialized for piled pier is necessary. 

On the other hand, in the research (Li et at., 2016), 3D point clouds constructed by SfM/MVS processing 
from building images taken by UAV are targeted, and 3D models consisting of plane sets are constructed. In this 
method, the building point cloud is converted into a height image based on the ground for processing. In the height 
image, the boundary line of the building is extracted using the outline of the roof as a clue, and it is approximated 
by a set of line segments using Douglas-Peucker method. Finally, 3D model can be constructed by extruding the 
region bounded by the line segments to the corresponding height. In this method, by introducing 2.5D processing 
based on height images, 3D models can be constructed stably even from low-quality point clouds. However, the 
model construction process is performed in pixel units, and the extraction accuracy of the building contour line 
depends on the pixel size, so the model construction accuracy remains a problem. However, such 2.5D processing 
should be effective for piled piers with relatively flat structures, thus we use this strategy with special 
customization. 
 

 
 

Figure 1. Example of undersurface of superstructure of piled pier 
 
3. AN EXAMPLE OF OUR DATA SET 

Here we explain the outline of the 3D measurement of the piled pier treated in this research. The boat 
shown in Figure 1(a) was used for the measurement. This boat is equipped with a high-resolution camera through 
a gimbal which is a shaking-suppression device. This gimbal is a three-axis control-type and automatically 
regulates roll, pitch, and yaw motion. And it suppresses camera shake caused by waves and captures high-quality 
movie with little blurring. This camera can capture movie of 8.4 million pixels (3,840×2,180). Since the area under 
the pier is a dark environment where sunlight does not reach, LED lighting is installed to ensure brightness. Figure 
1(b) shows an example of a pier. 45 years have passed since its construction, and it is about 80m long and 20m 
wide. Figure 1(b) shows an example of a 3D model of the undersurface of the superstructure of this pier. To build 
this model, we made several round trips under the piled pier at a speed of about 0.5m/sec and it took about two 
hours in total for camera capture. The imaging resolution was set to 1 mm/pixel or less even for slabs far from the 
boat. A 3D model was constructed by SfM/MVS from about 2,000 images extracted at an every second from the 
acquired movie. As a field condition for investigation, the boat can enter under the pier if about 0.8m can be 
secured between the bottom surface of the pier superstructure and the water surface. In the example of Figure 1, it 
was about 0.8m to 4.0m. For more details, refer to the work of (Mizuno, 2018). Data for other piers used in this 
study were obtained in the same way. 

Here, we analyze the shape characteristics of the piled pier. As shown in Figure 1(c), the underside of the 
pier superstructure consists mainly of slabs, beams, and pile heads. The following four points can be mentioned as 
the shape characteristics of the pier. 
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the point cloud at regular intervals and evaluating local shape characteristics of the partial point cloud obtained. In 
the study (Yan et al., 2022), 3D scanned point cloud of steel girder bridge by TLS or UAV-based laser scanner is 
targeted and a method is presented to divide the point cloud into main members such as bridge deck, steel girder, 
and cross frame based on clustering and segmentation method. In (Truong-Hong and Lindenbergh, 2022), the 
method targets the measurement point cloud of RC bridge and proposes a method to divide it into main members 
based on surface clustering. The common idea of these methods is that they all target a specific class of structures, 
use common design rules and domain-specific knowledge, and propose geometric methods specialized for that 
class. Since piled pier we deal with in this research has different shape characteristics from these structures, they 
cannot be used directly, and the development of a method specialized for piled pier is necessary. 

On the other hand, in the research (Li et at., 2016), 3D point clouds constructed by SfM/MVS processing 
from building images taken by UAV are targeted, and 3D models consisting of plane sets are constructed. In this 
method, the building point cloud is converted into a height image based on the ground for processing. In the height 
image, the boundary line of the building is extracted using the outline of the roof as a clue, and it is approximated 
by a set of line segments using Douglas-Peucker method. Finally, 3D model can be constructed by extruding the 
region bounded by the line segments to the corresponding height. In this method, by introducing 2.5D processing 
based on height images, 3D models can be constructed stably even from low-quality point clouds. However, the 
model construction process is performed in pixel units, and the extraction accuracy of the building contour line 
depends on the pixel size, so the model construction accuracy remains a problem. However, such 2.5D processing 
should be effective for piled piers with relatively flat structures, thus we use this strategy with special 
customization. 
 

 
 

Figure 1. Example of undersurface of superstructure of piled pier 
 
3. AN EXAMPLE OF OUR DATA SET 

Here we explain the outline of the 3D measurement of the piled pier treated in this research. The boat 
shown in Figure 1(a) was used for the measurement. This boat is equipped with a high-resolution camera through 
a gimbal which is a shaking-suppression device. This gimbal is a three-axis control-type and automatically 
regulates roll, pitch, and yaw motion. And it suppresses camera shake caused by waves and captures high-quality 
movie with little blurring. This camera can capture movie of 8.4 million pixels (3,840×2,180). Since the area under 
the pier is a dark environment where sunlight does not reach, LED lighting is installed to ensure brightness. Figure 
1(b) shows an example of a pier. 45 years have passed since its construction, and it is about 80m long and 20m 
wide. Figure 1(b) shows an example of a 3D model of the undersurface of the superstructure of this pier. To build 
this model, we made several round trips under the piled pier at a speed of about 0.5m/sec and it took about two 
hours in total for camera capture. The imaging resolution was set to 1 mm/pixel or less even for slabs far from the 
boat. A 3D model was constructed by SfM/MVS from about 2,000 images extracted at an every second from the 
acquired movie. As a field condition for investigation, the boat can enter under the pier if about 0.8m can be 
secured between the bottom surface of the pier superstructure and the water surface. In the example of Figure 1, it 
was about 0.8m to 4.0m. For more details, refer to the work of (Mizuno, 2018). Data for other piers used in this 
study were obtained in the same way. 

Here, we analyze the shape characteristics of the piled pier. As shown in Figure 1(c), the underside of the 
pier superstructure consists mainly of slabs, beams, and pile heads. The following four points can be mentioned as 
the shape characteristics of the pier. 
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1. From the viewpoint of their functionality, beams and pile heads have a structure in which they are 

arranged regularly to form an orthogonal grid. 
2. The surface shape of slabs, beams, and pile heads, which are the main members, is composed only 

of planar surfaces. 
3. The structure has a large horizontal spread and a small vertical depth. 
4. As shown in Figure 1(d), in the vertically downward region, there are many places where the 

concrete has largely peeled off, and the unevenness of the surface of the scanned data is large. On 
the other hand, in the horizontally oriented region, the degree of deterioration is slight, and the 
surface unevenness is small. 

 
4. RESEARCH PURPOSE AND METHOD OVERVIEW 

In this research, we propose a method for constructing a 3D simplified models with textures from the 3D 
high-density textured polygon model obtained by SfM/MVS which can be effectively used for pier deterioration 
diagnosis. Utilizing the general knowledge of piled pier design mentioned in chapter 3, we aim to develop a method 
that reflects the unique shape characteristics of piled pier such as regularity. 

The proposed method mainly consists of five steps. First, the barycenter of the polygon corresponding to 
the sides of beams and pile heads are projected onto the xy plane after aligning the 3D model along the vertical 
direction (step 1). Next, initial semantic segmentation is performed by RANSAC-based linear fitting on this 
projection plane, and an initial 3D model is constructed based on member class classification and region height 
calculation (step 2). After that, a 3D simplified model is constructed by fitting a template to the pile head area 
(step3). Also, if the structure includes haunch, local 3D models of these haunch is optionally constructed, and the 
simplified model is updated (step4). Finally, an orthoimage of each planar region in the simplified model is created 
and output as a textured model (step5). 

 
The features of the proposed method are as follows. 
1. Use of domain-specific knowledge: By utilizing general design knowledge about piled piers and 

using information such as the regular arrangement of piled pier specific members, semantic 
segmentation and 3D simplified model construction can be performed stably. 

2. Robust 3D reconstruction by 2.5D processing: The 3D model is aligned vertically and converted 
to a height map representation to introduce 2.5D processing. In the model construction process, we 
effectively use the triangles in the structure where the surface deterioration is relatively light. As a 
result, compared to the conventional method of directly processing the 3D scanned polygon model, 
not only is it less susceptible to degradation, but the model construction process can be made more 
efficient, and a high-quality simplified model that closely approximates the input polygons can be 
stably constructed.  

 
5. OUR PROPOSED METHOD  

The developed 3D simplified model construction method consists of the following five steps. The input 
is a high-density 3D polygonal model generated by SfM/MVS. The output is a simplified model with 3D textures 
consisting of a set of planes that make up each region and an orthoimage for each region. In this method, the 
RANSAC method (Fischler et al., 1981) is applied in various stages. RANSAC is a probabilistic approach that 
extracts plausible data from data containing noise, and its effectiveness has been demonstrated in detecting planes 
and curved surfaces in measured point clouds. Details of each step are described below. 
 
5.1  Alignment (step1) 

Three dominant axes in the structure are detected by Gaussian mapping of triangle unit normal vectors 
and RANSAC method, and coordinate transformation is performed to align the model vertically. First, we map the 
unit normal vector of each triangle in the model onto the Gaussian sphere. Due to the structural characteristics of 
the piled pier, the normal vector of the floor slabs and beams, which occupy most of the surface area, points 
vertically downward. Therefore, these unit normal vectors should be concentrated at one point on the Gaussian 
sphere, and the point density should be higher than other regions. Therefore, the point where the point density is 
maximum on this spherical surface is found by the RANSAC-based method, and the model is rotated so that the 
averaged normal vector coincides with the -z direction and aligned in the vertical direction. 

Next, the triangles whose normal vector after rotation points to the horizontal direction are extracted by 
threshold processing. Here, we calculated the angle between normal vector and the vertical direction at each 
triangle, and extracted the triangles whose angle is greater than the threshold. The threshold was set to 85.0deg, 
and good results were obtained for all models. These triangles mainly correspond to the sides of the beam where 
the degree of deterioration is relatively small. After that, we project the barycenter of the extracted horizontally 
oriented triangles onto the xy plane. The straight line is found with the largest number of points distributed by 
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RANSAC on the projection plane, and model is rotated around the z-axis to align so that it coincides with the x-
axis. This aligns beams and pile heads with respect to x- and y-axis, making it easier to extract members and 
perform modeling later. Figure 2 shows the polygon model after alignment. 

 

 
Figure 2. Model alignment 

 

 
Figure 3. Initial semantic segmentation and 3D modeling 

 
5.2  Initial Semantic Segmentation (step 2) 

Next, the horizontally oriented point cloud projected onto the xy plane are effectively used in the same 
way as in the previous step to perform initial segmentation as shown in Figure 3(a). Since beams are generally 
arranged in two orthogonal directions, the barycenter of the horizontally oriented triangular are distributed on 
straight lines parallel to the x and y directions on the projection plane. Therefore, we exhaustively extract multiple 
barycenter by RANSAC-based line fitting and fit a least-squares line to each as shown in Figure 3 (b) and (c). Let 
{𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑥𝑥𝑥𝑥}, �𝑙𝑙𝑙𝑙𝑗𝑗𝑗𝑗

𝑦𝑦𝑦𝑦� be the sets of straight lines perpendicular to the x- and y-axes respectively. Furthermore, these straight 
lines are extended, and an initial segmentation is performed with the area surrounded by the four line segments as 
one as shown in Figure 3 (d). Here the region 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 is the one surrounded by two pairs of adjacent straight lines 
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Next, each area is classified into three classes, slab, beam, and pile head, by thresholding for each area 
size using Eq. (1). 
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RANSAC on the projection plane, and model is rotated around the z-axis to align so that it coincides with the x-
axis. This aligns beams and pile heads with respect to x- and y-axis, making it easier to extract members and 
perform modeling later. Figure 2 shows the polygon model after alignment. 

 

 
Figure 2. Model alignment 

 

 
Figure 3. Initial semantic segmentation and 3D modeling 
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Good results are obtained by setting the threshold to 𝑡𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 3.0𝑏𝑏𝑏𝑏 from the experiment.  
Finally, the triangles included in each region are extracted, and the planes parallel to the z direction are 

detected by RANSAC for the vertically downward point cloud, and the height 𝑡𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗 of each region is calculated. 
An initial 3D model is constructed by sweeping the obtained boundary to this height. As for the height reference, 
the slab is set to 0 in common, and the beam and pile head are calculated by plane fitting by the RANSAC method. 
Figure 3 (d) shows an example of the semantic segmentation. 

 

 
 

Figure 4. Examples of pile head points in neighboring area 
 

 
 

Figure 5. Examples of 3D modeling of pile head 
 
5.3  Classification of Pile Head Region and Template Fitting (step 3) 

Modeling is performed by fitting a template model to the region classified as the pile head in the previous 
step. In this study, we focused on two types of widely used squares and octagons. First, we extract the horizontally 
oriented point cloud within a certain range from the center of the region. Here, as shown in Figure 4(a), the range 
is defined as α times of the pile head region sizes 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗𝑥𝑥𝑥𝑥 ，𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗

𝑦𝑦𝑦𝑦  in both the x and y directions. We set α=3.0 based on 
the several experiments. 

Next, a template model is fitted locally to the extracted projected point cloud using straight-line fitting by 
RANSAC. First, in the case of an octagon, as shown in Figure 4(b), points are generated only from four areas 
inclined at an angle of 45 degrees to the x and y directions in most pile head shapes. Four line segments are 
generated. In addition, in some cases, points on the side of the round pile often remain. The octagonal pile head is 
designed to be reflectively symmetrical in the vertical and horizontal directions on the 2D surface. Therefore, the 
four line segments on the projection plane should also have reflection symmetry with respect to the x and y axes. 
Therefore, to reflect such symmetry in the constructed model, our method first extracts point clouds distributed on 
four line segments by the RANSAC method separately, and then four lines are fitted simultaneously under the 
constraints that they are symmetrical each other and the inclination is 45 degrees. After that, the points of 
intersection with the four straight lines of the beam side that have already been applied to the point cloud are 
extracted, and the pile head 3D model is updated as shown in Figure 5(b). An example of modeling is shown in 
Figure 7(b). 

On the other hand, in the case of quadrangle, a point cloud distributed on a straight line parallel to the x-
axis and y-axis can be confirmed, as shown in Figure 4(c). Since most of them also have a relationship of reflection 
symmetry with each other. Therefore our method extracts each partial point group by the RANSAC method in the 
same way as above, and four lines are fitted simultaneously by imposing a constraint to be symmetric each other 
and parallel to one of the axes. The 3D model is updated as shown in Figure 5(c). 
 
5.4  3D Modeling of Haunch Region (step 4) 

A haunch is an area created at the joint between the pile head and the beam to increase the strength of the 
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joint. If a haunch is included, the cross-sectional shape of the beam is evaluated, and the haunch region is created 
as shown in Figure 6(a). As shown in this figure, there are obliquely distributed point clouds corresponding to 
haunches at the boundary with the pile head at both ends of the beam. Therefore, as shown in Figure 6(b), only the 
points where the angle between the triangle normal vector and the vertical downward direction is within a certain 
range are extracted. Then a straight line is fitted as shown in Figure 6(c) and a cross-sectional shape as shown in 
Figure 6(d) can be created. After that, we can calculate the depth according to the width of the beam and create a 
haunch 3D model. An example of modeling is shown in Figure 7(c). 

 

 
Figure 6. 2D cross-sectional view of haunch region creation 

 
5.5  Ortho Image Creation (step 5) 

For the input high-density textured model, each plane area that constitutes the floor slab, beam, pile head, 
and haunch of the simplified model is extracted. An orthoimage is created by using off-screen rendering mapping 
at each planar region. By applying ortho image to the simplified model, a simplified model with 3D textures can 
be constructed. For details, see the literature (Kessenich, 2016). 
 
6. RESULTS AND DISCUSSION 

In this section, we describe the experimental results of the proposed method. For the experiment, we used 
the polygonal model that was cut out from the 3D polygon model of the entire pier by SfM. 

Figure 7 shows an example of the simplified model that was constructed. The number of triangles in the 
input polygon model is about 1.8 million which are evenly sampled in space. It can be confirmed that the models 
for each member are constructed appropriately including the octagonal pile heads and haunches. It is also possible 
to confirm that labels are appropriately assigned to each member. Figure 8 shows the result of comparison of the 
reconstructed model and input polygon model. It can be confirmed that the model can be constructed with high 
accuracy because the two are roughly aligned visually. The simplified model consists of 189 regions, most of 
which are rectangular except for the slab. Therefore, the number of triangles in the final simplified model is about 
400, which is about 1/4,500 of the input model. Figure 9 shows an example of constructing a textured model. We 
were able to build a visually high-quality model with no conspicuous seams between the generated textures. 

The current problem is that the outer circumference cannot be modeled. In the 3D reconstruction 
processing from the images by SfM/MVS, the quality of the SfM model reconstructed in the outer part is 
significantly lower than the inner part due to the influence of sunlight, so it is excluded from the processing. 
Another issue is that the pile head shape cannot be automatically classified. At present, users visually specify 
squares or octagons. In fact, even one pier may have multiple types including other shapes, so it is necessary to 
develop an automatic classification method using machine learning. 

 

 
 

Figure 7. Process for a 3D simplified model reconstruction 
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as shown in Figure 6(a). As shown in this figure, there are obliquely distributed point clouds corresponding to 
haunches at the boundary with the pile head at both ends of the beam. Therefore, as shown in Figure 6(b), only the 
points where the angle between the triangle normal vector and the vertical downward direction is within a certain 
range are extracted. Then a straight line is fitted as shown in Figure 6(c) and a cross-sectional shape as shown in 
Figure 6(d) can be created. After that, we can calculate the depth according to the width of the beam and create a 
haunch 3D model. An example of modeling is shown in Figure 7(c). 
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to confirm that labels are appropriately assigned to each member. Figure 8 shows the result of comparison of the 
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The current problem is that the outer circumference cannot be modeled. In the 3D reconstruction 
processing from the images by SfM/MVS, the quality of the SfM model reconstructed in the outer part is 
significantly lower than the inner part due to the influence of sunlight, so it is excluded from the processing. 
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squares or octagons. In fact, even one pier may have multiple types including other shapes, so it is necessary to 
develop an automatic classification method using machine learning. 
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Figure 8. Comparison of input polygon model and reconstructed simplified model 
 

 
 

Figure 9. Reconstructed 3D simplified model with texture 
 

5. CONCLUSIONS 
In this paper, we proposed a new method that can automatically construct simplified models with textures 

based on member recognition from high-density polygon models, 3D model construction, and automatic 
orthoimage creation to support the maintenance and management of piled piers. We also verified the effectiveness 
through various experiments. In the future work, we will conduct experiments on various piers and proceed with 
quantitative performance verification of the proposed method. 
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Abstract: This technical paper reports on the benefits of implementing Building Information Modeling (BIM) in 
construction projects, drawing on two case studies. The first case study discusses the application of BIM to resolve 
an unanticipated issue that arose during the bore pile drilling work in the construction of a hospital in Bangkok. 
The second case study details the use of BIM to detect a significant design flaw in a hospital building in 
northeastern Thailand. The employment of BIM facilitated the optimization of the design and construction process, 
improved communication among project teams, and prevented the occurrence of safety hazards, variation orders, 
rework, project delays, and additional costs. Consequently, the adoption of BIM in these construction projects can 
enhance the efficiency and accuracy of the construction process.   
 
Keywords:  Construction Management, BIM, Building project, Construction issue, Thailand  
 
1. INTRODUCTION  

The construction industry has been continuously evolving and adopting new technologies to improve 
efficiency, reduce costs, and ensure successful project delivery (Oraee et al., 2019). One such technology that has 
gained popularity in recent years is Building Information Modelling (BIM) (Autodesk, 2023; Flamini et al., 2023). 
BIM has been increasingly adopted as a tool for construction project management, enabling better visualization, 
coordination, and communication among stakeholders involved in the project. This paper presents two case studies 
showcasing the use of BIM in hospital construction projects in Thailand. The first case study highlights the benefits 
of BIM in the construction supervision phase, especially in overcoming unexpected challenges during the bore 
piling work. The second case study demonstrates the significance of BIM in identifying and resolving a significant 
design flaw, thereby preventing potential project delays and additional costs. This article also provides 
recommendations for future construction projects, emphasizing the importance of requesting information from 
concerned authorities before commencing work on any underground project and storing BIM data in big data for 
efficient utilization. These case studies illustrate the potential of BIM in improving construction project 
management and ensuring successful project delivery. 

 
2. LITERATURE REVIEW  

Building Information Modeling (BIM) is an emerging technology that challenges traditional work 
procedures and practices in the construction industry. BIM enables the integration of structured, multi-disciplinary 
data to create a digital representation of a building throughout its lifecycle (Autodesk, 2023). The adoption of BIM 
in developing countries is limited, with its implementation remaining low in the construction industry (Olanrewaju 
et al., 2022). Theoretical developments in BIM suggest that it can be useful for not only geometric modeling but 
also for the management of construction projects. The most frequently reported benefits of BIM include cost 
reduction and control, significant time savings, and improved project practices (Bryde et al., 2013).  

Furthermore, BIM characteristics have a direct influence on awareness, and in turn, has a direct influence 
on BIM adoption among Thai engineers (Ngowtanasawan, 2017). The quality of BIM software, relative advantage 
of BIM over previous software, trialability of BIM, ease of use, and compatibility with other software are the most 
critical factors that reflect BIM adoption. While Thai private developers request the use of BIM for over 60% of 
large projects, most use BIM below its potential and receive only limited benefits. The primary barriers to BIM 
adoption are the negative effect on schedule/productivity at the beginning of projects, high initial investment, lack 
of knowledge and information about BIM, lack of government leadership to promote change, resistance to change 
of practice, and long adoption periods (Sierra et al., 2020).  

Despite the limitations and challenges of BIM adoption, the digital model resulting from BIM design 
represents a valuable tool to support building construction management. However, at present, its potential is 
limited to the project phase (Flamini et al., 2023). As BIM implementation continues to spread from design activity 
to other phases of construction projects, its potential to improve project practices is becoming more apparent. 
 
3. METHOD 

This article is taking directly from our projects experience of two building projects that implemented BIM 
during two hospital buildings construction, as undertaken by our construction management consultancy in 

 

Thailand. It is imperative to highlight that this technical paper is primarily intended to serve as a platform for 
experience sharing, rather than being a formally structured academic research paper with specific methodology.  

 
4. CASE STUDIES  

In our capacity as a consulting firm, we have leveraged BIM as a tool for managing the construction of 
several projects, commencing from 2013. Over the course of our engagement, we have been involved in roughly 
20 such undertakings, of which two have been selected as case studies for inclusion within this paper. 
4.1 Case Study Number 1: Construction Management of a Hospital Project in Bangkok  

The construction of this hospital project started in 2021 till present (2023). This case study is about the 
use of BIM in this construction project. Prior to the start of this construction, BIM was employed to integrate 
various design drawings, including architectural, structural, MEP, medical gas, and interior drawings. Clash 
detection was performed for the entire building, allowing us to identify conflicts and avoid issues. By building the 
project virtually on a computer before actual construction, we were able to save time, reduce costs, and enhance 
the quality of work by minimizing variation orders, design revisions, and reworks during the construction process. 
Notably, BIM encountered unexpected challenges during the bore piling work in this project. This case study 
highlights the advantages of BIM in construction management and explains how it was implemented to resolve 
the issues that arose during the construction phase, especially providing recommendations for future underground 
construction projects in order to prevent similar challenges. 

Issue: During the construction of this hospital, a bore piling drilling machine encountered an unknown 
concrete structure at a depth of -17m underground. Our construction team could not identify what kind of structure 
it was, so we consulted the project owner and residents, but no information was available. Our team decided to 
hire a concrete drilling specialist company to drill the underground concrete in order to check the quality of the 
concrete and determine the structure type. However, during the drilling process, the concrete drilling machine 
caused water leakage, revealing a water-stop and a concrete structure with steel lining. It turned out to be a tunnel 
for water supply that had been built over 43 years ago and in active. The tunnel had a diameter of 2m. This 
unexpected issue delayed the construction and incurred additional costs. It is noted that a survey was conducted at 
the beginning of the project to determine the presence of substructures underground, by asking the project owners 
and residents in the area. The responses were that they did not recognize any underground activity before.  

Solution: To solve the issue, BIM was used to integrate all construction drawings, including structural, 
water tunneling, retaining wall, and platform, to generate an accurate 3-dimensional view for ease of repair. The 
retaining wall, platform, and pile wall were analyzed, and the designers incorporated H-Beams to reinforce the 
retaining wall during the repairing process. The use of BIM in this project enabled the construction team to obtain 
an overview and details of structures and helped to solve the issue more efficiently. 
 

 
 

Figure 1. Concrete tunnel damage and dimensions of tunnel with a steel lining 17m underground 
 

Conclusion and recommendation: The implementation of BIM in this project proved to be an effective 
solution to overcome the challenges faced during the construction phase. BIM provided an accurate 3-dimensional 
view of the structures, which enabled our design team to analyze and reinforce the retaining wall and adjustment 
of piles length and their locations in order to avoid the damaging of tunneling. However, the issue could have been 
prevented if the construction team had identified the type of underground structure before commencing work. It is 
recommended that before commencing work on any underground project, construction teams should request 



297

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

 

Thailand. It is imperative to highlight that this technical paper is primarily intended to serve as a platform for 
experience sharing, rather than being a formally structured academic research paper with specific methodology.  

 
4. CASE STUDIES  

In our capacity as a consulting firm, we have leveraged BIM as a tool for managing the construction of 
several projects, commencing from 2013. Over the course of our engagement, we have been involved in roughly 
20 such undertakings, of which two have been selected as case studies for inclusion within this paper. 
4.1 Case Study Number 1: Construction Management of a Hospital Project in Bangkok  

The construction of this hospital project started in 2021 till present (2023). This case study is about the 
use of BIM in this construction project. Prior to the start of this construction, BIM was employed to integrate 
various design drawings, including architectural, structural, MEP, medical gas, and interior drawings. Clash 
detection was performed for the entire building, allowing us to identify conflicts and avoid issues. By building the 
project virtually on a computer before actual construction, we were able to save time, reduce costs, and enhance 
the quality of work by minimizing variation orders, design revisions, and reworks during the construction process. 
Notably, BIM encountered unexpected challenges during the bore piling work in this project. This case study 
highlights the advantages of BIM in construction management and explains how it was implemented to resolve 
the issues that arose during the construction phase, especially providing recommendations for future underground 
construction projects in order to prevent similar challenges. 

Issue: During the construction of this hospital, a bore piling drilling machine encountered an unknown 
concrete structure at a depth of -17m underground. Our construction team could not identify what kind of structure 
it was, so we consulted the project owner and residents, but no information was available. Our team decided to 
hire a concrete drilling specialist company to drill the underground concrete in order to check the quality of the 
concrete and determine the structure type. However, during the drilling process, the concrete drilling machine 
caused water leakage, revealing a water-stop and a concrete structure with steel lining. It turned out to be a tunnel 
for water supply that had been built over 43 years ago and in active. The tunnel had a diameter of 2m. This 
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the beginning of the project to determine the presence of substructures underground, by asking the project owners 
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retaining wall, platform, and pile wall were analyzed, and the designers incorporated H-Beams to reinforce the 
retaining wall during the repairing process. The use of BIM in this project enabled the construction team to obtain 
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information from concerned authorities to prevent delays and additional costs. Furthermore, it is essential to 
transform BIM to be more efficiently utilized in Thailand and stored in big data to enable all stakeholders to access 
the information easily and work on each project without disrupting public services. Figure 1 depicts the concrete 
tunnel damage and dimensions of tunnel with a steel lining 17m underground. Figure 2 depicts a typical output of 
BIM utilization to solve the problem in this case study. 

 

 
 

Figure 2. Typical output of BIM utilization to solve problem of case study number 1  
 

4.2. Case Study Number 2: Construction Management of a Hospital Project in Northeast Thailand    
This case study examines the use BIM in a hospital building project located in the northeast region of 

Thailand. The project was initiated in 2021 and completed in the earlier of 2023. It highlighted the benefits of 
utilizing BIM technology in construction projects, and presents a specific challenge faced during the project and 
how it was resolved. The hospital building project utilized BIM technology to construct the building virtually, 
allowing for better visualization and identification of potential design and construction issues. This technology 
enabled the team to integrate the architectural, structural drawings and MEP drawing, allowing for a more efficient 
and coordinated design process. 

Issue: After the integration of all drawings by using BIM, the team discovered a significant issue with the 
design drawing of the canopy with no supporting structure. This was due to a lack of synchronization between the 
architectural and structural drawings, resulting in a significant design flaw that could have had serious problem of 
project which could result in variation order, rework, project delay, and extra cost.  

Solution: The team quickly realized the severity of the problem and conducted a meeting with the 
contractor to find a solution. After thorough consideration, it was determined that extending the concrete slab and 
adding a stainless-steel gutter could provide the necessary support for the canopy. By utilizing BIM technology to 
identify the issue, the team was able to resolve the problem efficiently and effectively, preventing potential 
variation order, rework, project delay, and extra cost. 

Conclusion and recommendation: This case study highlights the benefits of using BIM in construction 
projects, specifically in identifying design issues that could have significant safety implications. It is recommended 
that BIM is implemented in all construction projects to prevent similar design issues and to streamline the design 
and construction process. The use of BIM can enhance communication between project teams, improve efficiency 
and accuracy, and prevent potential safety hazards, variation order, rework, project delay, and extra cost. Figure 3 
is depicted typical example of synchronization between architectural and structural drawings by using BIM and 
detection of canopy with no supporting structure. Figure 4. is depicted the actual construction of canopy after 
application of BIM in case study number 2.  
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Figure 3. Typical example of synchronization between architectural and structural drawings by using BIM and 

detection of canopy with no supporting structure  
 

 
 

Figure 4. Actual construction of canopy after application of BIM in case study number 2 
 
5. BENEFIT OF USING BIM FOR OUR PROJECTS  

As a consultant with experience in utilizing BIM for construction management, we would like to share 
our insights on the advantages of BIM implementation in two hospital projects.  

One of the most significant benefits of BIM implementation is the ability to identify and address issues 
within each discipline and element of the building during the computerized construction. This allows for 
adjustments to be made to synchronize the entire building and reduce the need for rework during the physical 
construction phase. BIM implementation requires the hiring of BIM modelers and coordinators to manage the 
process, which can be seen as an investment in project success. However, the long-term benefits of BIM 
implementation justify the cost. Another advantage of BIM implementation is the ability to solve problems before 
construction begins, resulting in cost savings of approximately 2% of the overall project cost. Additionally, BIM 
implementation can save up to 10% of the overall project time compared to traditional construction methods and 
reduce approximately 50% of rework. Utilizing BIM also results in improved work quality, with an improvement 
of almost 7% compared to work done without BIM. Incorporating BIM into the construction process can also 
reduce variation orders by approximately 2%, resulting from design errors that can be identified when combining 
all disciplines such as architectural drawings, structural, mechanical, electrical, and plumbing systems design, etc. 
Finally, the implementation of BIM also facilitates the proper linking of buildings, particularly in our cases where 
covered walkways are required to connect new and existing structures. 

Therefore, our consultancy experience in utilizing BIM for the construction management of two hospital 
projects demonstrates that the benefits of BIM implementation are significant, resulting in improved work quality, 
cost savings, and reduced project duration and rework. 
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6. DISCUSSION   
The two case studies presented highlight the benefits of utilizing BIM in construction projects. The first 

case study involves the construction of a hospital in Bangkok, where BIM was used to solve an unexpected issue 
during the bore piling work, which caused water tunneling to break. The use of BIM helped to generate an accurate 
3-dimensional view of the structures, which enabled our designers to analyze and reinforce the retaining wall and 
adjusting piles length and coordination thereby solving the problem more efficiently. 

In the second case study, BIM was used in a hospital building project in the northeast region of Thailand. 
During the BIM integration process, the team discovered a significant issue with the design drawing of the canopy, 
which with no supporting structure. By utilizing BIM to identify the issue, the team was able to resolve the problem 
efficiently and effectively, preventing potential safety hazards, quality issue, variation order, rework, project delay, 
and extra cost. 

The use of BIM in both case studies helped to streamline the design and construction process, improve 
communication between project teams, and prevent potential safety hazards, variation order, rework, project delay, 
and extra cost. It is recommended that BIM is implemented in all construction projects to prevent similar design 
issues and to enhance the overall efficiency and accuracy of the construction process. The implementation of BIM 
in construction projects has proven to be an effective solution in managing construction projects and minimizing 
issues that may arise during construction. 

 
7. CONCLUSION AND RECOMMENDATION  

In conclusion, these two case studies demonstrate the benefits of utilizing BIM in construction projects. 
BIM enables construction teams to better visualize and coordinate their work, identify potential design flaws and 
issues, and efficiently resolve them, resulting in improved efficiency, accuracy, and cost savings. In the first case 
study, BIM was used to overcome unexpected challenges during the bore pile drilling of construction of a hospital, 
resulting in a more efficient and effective resolution of the issue. In the second case study, BIM was used to identify 
a significant design flaw in the canopy of a hospital building project, which was resolved efficiently and effectively, 
preventing potential safety hazards and additional costs. These case studies emphasize the importance of 
implementing BIM in construction projects to streamline the design and construction process, enhance 
communication between project teams, and prevent potential safety and additional costs. It is recommended for 
all construction projects in Thailand and beyond for the implementation of BIM.  

 
8. LIMITATION  

This technical paper provided a practical account of our experience as consultants in construction project 
management. It is not an academic research paper, and is based solely on our own experience, which may not be 
representative of all construction projects in Thailand and elsewhere. Our goal is to share our knowledge and 
experience of using BIM in project management and encourage all key construction stakeholders in Thailand and 
beyond to implement BIM in their construction projects. However, we must acknowledge that we have only 
presented two projects, which limit the generalizability of our findings to all BIM applications in building 
construction management. 
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Abstract: Despite the prospective advantages of using virtual reality (VR), augmented reality (AR), and mixed 
reality (MR) in the construction industry, there are still obstacles that must be overcome, including high initial 
investment costs, equipment and application synchronization, and staff training. The purpose of this research was 
to establish a method for utilizing VR/AR/MR in the implementation of design in construction projects. This study 
employs design software and VR/AR/MR applications to generate 3D models, identify and resolve errors and 
problems, generate a virtual tour, and optimize 3D models. The primary outcome is a procedure for applying 
VR/AR/MR to design implementation that specifies personnel requirements and construction project 
implementation processes. This research will contribute to the development of best practices for implementing 
VR/AR/MR in the construction industry, thereby enhancing construction processes and project management. 
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Feasibility evaluation. 
 
1. INTRODUCTION  

The accelerated development of Virtual Reality, Augmented Reality, and Mixed Reality (VR/AR/MR) 
technologies is transforming the construction industry. They are revolutionizing the conceptualization, 
presentation, and execution of designs, thereby augmenting the efficiency and effectiveness of project management 
and construction processes. 

One of the key advantages of VR/AR/MR is that it allows architects, engineers, and builders to visualize 
and test their designs in a virtual environment. This enables them to identify and correct design defects and 
construction issues early on, reducing the need for costly and time-consuming modifications later on. It also 
enables stakeholders to experience the design in a more immersive and interactive manner, thereby enhancing 
communication and collaboration. 

Despite the prospective benefits, utilizing VR/AR/MR in the construction industry still presents obstacles. 
The cost of apparatus and software which can be substantial, is one of the primary obstacles (Gu el at 2021). In 
addition, high-quality 3D models are required, and synchronization between devices and applications can be 
difficult (Wang et al., 2020). Furthermore, training and skill development are required for effective use of this 
technology (Cao et al., 2020).  

To surmount these obstacles, construction companies must invest in research and development, as well as 
their employees' training and education. By doing so, they can realize the full potential of VR/AR/MR and obtain 
an industry advantage. 

 

 
 

Figure 1. Applying technology in construction (Portcoast Consultant Corporation) 
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In conclusion, VR/AR/MR technologies are revolutionizing the construction industry, offering significant 
benefits. By utilizing these technologies to enhance design, communication, safety, and training, construction 
companies can boost efficiency, cut costs, and deliver improved client service (Figure 1). To stay competitive, it 
is crucial for the industry to stay informed about new advancements and embrace them. This article aims to 
investigate and assess the potential and effectiveness of AR/VR/MR technologies in construction project design 
and implementation. The study will specifically examine the applications of AR/VR/MR in streamlining the design 
process, minimizing errors, improving efficiency, and reducing costs in project management and construction 
operations. 

 
2. LITERATURE REVIEW 

BIM and AR/VR/MR technologies are promising trends in the construction industry, offering significant 
benefits in design improvement and collaboration among stakeholders. BIM enables the creation of detailed virtual 
models, enhancing design quality, reducing errors, and improving communication (Huang et al., 2019). 
AR/VR/MR applications in construction enhance collaboration, communication, safety, and training, though 
challenges like cost and skill shortages exist (Shen et al., 2021; Gu et al., 2021). 

Despite the challenges, the benefits of using BIM and AR/VR/MR technologies in the construction 
industry are significant, and they have the potential to transform the industry's processes and outcomes. As such, 
it is crucial for industry stakeholders to continue exploring and adopting these technologies to improve the 
construction industry's overall performance. 

 
Table 1. Research around the world using Bim in the design and application AR/ VR /MR technology 

No. 
 

Title References Problem 
Statement Objectives Research 

Methodology Results 

1 

Augmented Reality 
for Maintenance and 
Inspection in Civil 
Engineering: A 
Systematic Review [1] 

Liu el 
at.,2022 

The limited 
understanding 
of the potential 
applications and 
benefits of AR 
in maintenance 
and inspection 
tasks in civil 
engineering 

To identify the 
potential 
applications of AR 
in maintenance 
and inspection 
tasks in civil 
engineering and to 
evaluate the 
benefits of AR in 
improving these 
tasks 

Systematic 
literature 
review 

AR can improve the 
accuracy and efficiency 
of maintenance and 
inspection tasks, reduce 
downtime and 
maintenance costs, and 
provide a more 
intuitive and interactive 
user interface for 
inspection software 

2 

Mixed Reality for 
Building Information 
Modeling: A Review 
[2] 

Park el 
at.,2021 

The lack of 
research on the 
application of 
MR in building 
information 
modeling (BIM) 

To identify the 
potential 
applications of 
MR in BIM and to 
evaluate the 
benefits of MR in 
improving BIM 
processes 

Systematic 
literature 
review 

MR can improve the 
visualization and 
interaction of BIM 
models, increase 
collaboration and 
coordination among 
stakeholders, and 
provide a more 
intuitive user interface 
for BIM software 

3 

Virtual Reality 
Training for 
Construction Safety: 
A Review of the 
Literature [3] 

Huang el 
at.,2021 

The need for 
more effective 
and engaging 
training 
methods for 
construction 
safety 

To evaluate the 
effectiveness of 
VR training for 
construction safety 
and to identify the 
factors that 
contribute to the 
success of VR 
training programs 

Systematic 
literature 
review 

VR training can 
improve the 
engagement and 
retention of safety 
training, increase 
worker awareness and 
preparedness for 
hazardous situations, 
and reduce the risk of 
on-site accidents and 
injuries 

4 

Augmented reality, 
virtual reality, and 
mixed reality in 
construction: A 
systematic review [4] 

Shen el 
at.,2021 

To assess the 
use of AR, VR, 
and MR in 
construction 

To identify the 
benefits, 
challenges, and 
future directions 
of AR, VR, and 
MR in 
construction 

Systematic 
literature 
review 

Identified the benefits, 
challenges, and future 
directions of AR, VR, 
and MR in construction 
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VR training for 
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success of VR 
training programs 
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VR training can 
improve the 
engagement and 
retention of safety 
training, increase 
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preparedness for 
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injuries 
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virtual reality, and 
mixed reality in 
construction: A 
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In conclusion, using BIM in the design and VR/AR/MR applications in construction design provides 

significant benefits in enhancing collaboration, reducing errors, improving safety, and minimizing environmental 
impact. While there may be initial investment costs and technical requirements, the long-term benefits make it a 
valuable tool for construction companies looking to improve their processes and stay competitive in the industry. 

 
3. RESEARCH METHODOLOGY 

The application of 3D modeling and AR/VR/MR technology in construction projects has revolutionized 
the industry by providing enhanced visualization and interactivity, streamlining communication and decision-
making processes, and minimizing errors and costs. With 3D models, stakeholders can better understand the 

No. 
 

Title References Problem 
Statement Objectives Research 

Methodology Results 

5 

The Application of 
Virtual Reality in the 
Construction Industry 
[5] 

Gu el 
at.,2021 

To assess the 
use of VR in the 
construction 
industry 

To identify the 
applications, 
benefits, and 
challenges of VR 
in the construction 
industry 

Literature 
review 

Identified the 
applications, benefits, 
and challenges of VR 
in the construction 
industry 

6 

BIM-based 
sustainability analysis 
in building design: A 
systematic literature 
review [6] 

Wang el 
at.,2020 

The lack of 
systematic 
literature review 
of BIM-based 
sustainability 
analysis in 
building design 

To conduct a 
systematic 
literature review 
of BIM-based 
sustainability 
analysis in 
building design 

Systematic 
literature 
review 

Identified the current 
state of BIM-based 
sustainability analysis 
in building design and 
highlighted the gaps in 
the existing research 

7 

Design and 
Implementation of 
VR/AR/MR-Based 
Education System [7] 

Cao el 
at.,2020 

To design and 
implement a 
VR/AR/MR-
based education 
system 

- To design a 
VR/AR/MR-based 
education system - 
To implement the 
education system 
using Unity 3D 
and Vuforia SDK - 
To evaluate the 
usability and 
effectiveness of 
the education 
system 

Design and 
implementation 
study 

- The VR/AR/MR-
based education system 
was successfully 
designed and 
implemented - The 
education system can 
provide immersive and 
interactive learning 
experiences - The 
education system can 
improve students' 
learning motivation and 
performance 

8 

Application of 
augmented reality for 
simulating 3D model 
from point cloud and 
photogrammetry – A 
study case of 
construction site 
inspection[8] 

Thu el 
at.,2020 

The limitations 
of traditional 
methods in 
construction site 
inspection 

To evaluate the 
effectiveness of 
AR in simulating 
3D models for 
construction site 
inspection 

Case study AR was found to be an 
effective tool for 
simulating 3D models 
and improving 
efficiency in 
construction site 
inspection 

9 

Integrating point 
cloud from 3D Laser 
scanning and 
Unmanned Aerial 
Vehicle (UAV) 
equipment in order to 
collect construction 
[9] 

Sy el 
at.,2019 

The need for 
improved 
efficiency and 
accuracy in data 
collection in 
construction 

To integrate point 
cloud from 3D 
Laser scanning 
and UAV 
equipment for 
improved data 
collection in 
construction 

Case study The integration of point 
cloud from 3D Laser 
scanning and UAV 
equipment was found 
to improve efficiency 
and accuracy in data 
collection in 
construction 

10 

A systematic review 
of building 
information modeling 
(BIM) in the 
construction industry: 
Current status, 
challenges, and future 
directions[10] 

Huang el 
at.,2019 

To assess the 
current status, 
challenges, and 
future directions 
of BIM in the 
construction 
industry 

To identify the 
current status, 
challenges, and 
future directions 
of BIM in the 
construction 
industry 

Systematic 
literature 
review 

Identified the current 
status, challenges, and 
future directions of 
BIM in the construction 
industry 
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project design and identify potential issues before construction begins. Moreover, AR/VR/MR technology allows 
for immersive experiences that enhance user engagement and understanding. This technology has the potential to 
greatly improve the efficiency and effectiveness of construction projects, ultimately leading to better outcomes for 
all parties involved. 
Application implementation process  

The process to deploy this application, stakeholders will follow several steps (Figure 2) such as: 
Step 1: Collecting information about the project, including architectural, structural, and MEP (Mechanical, 

Electrical, and Plumbing) 
Step 2: Using design software and AR/VR/MR technologies to create a 3D model of the project 
Step 3: Checking and evaluating the 3D model to detect and address errors and issues 
Step 4: Enhancing user interaction with the 3D model by creating diverse interactive experiences, such 

as creating a virtual tour of the construction space. 
Step 5: Optimization and tuning the 3D model on various AR/VR/MR devices 
Step 6: Using the 3D model to make decisions and solve problems during the construction process 
 

4. RESULTS AND DISCUSSION 
4.1  Results 

In recent years, the adoption of AR/VR/MR technologies in the design phase of construction projects has 
brought significant benefits to the industry. By leveraging the power of virtual environments, architects, engineers, 
and builders are able to visualize and test their designs in a more intuitive and immersive manner, leading to 
improved work efficiency. As a result, potential design defects and construction issues can be identified and 
addressed early on, saving both time and costs that would have otherwise been spent on modifications during the 
construction phase. 

Furthermore, the collaborative nature of these technologies enables project stakeholders to communicate 
and make decisions more effectively, leading to faster project progress. For example, by using virtual reality (VR) 
technology, stakeholders can experience a 3D model of a building before it's constructed and make informed 
decisions based on their virtual experience. The use of augmented reality (AR) can also help workers on 
construction sites visualize where to place components or identify potential hazards, improving safety and reducing 
the risk of errors. 

These benefits are exemplified in Figure 2 and Figure 8, which shows a virtual model of a construction 
project being viewed and modified by architects, engineers, and builders. Through the use of AR/VR/MR 
technologies, the team is able to collaborate more effectively, address design issues early on, and ultimately deliver 
a higher quality project. 

 

 
 

Figure 2. Checking and evaluating the 3D model 
 

The adoption of AR/VR/MR technologies in the construction industry has enabled the creation of virtual 
tours that offer a more immersive and interactive experience than traditional 2D renderings or physical models. 
As a result, stakeholders are able to better visualize and understand the project design, leading to more informed 
decision-making. 

One notable example of the benefits of virtual tours can be seen in Figure 3, where a virtual tour of a 
building design is being conducted. Through the use of AR/VR/MR technologies, the tour provides a realistic and 
engaging experience for users, allowing them to explore the building design in detail and gain a deeper 
understanding of its layout and features. 
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and builders are able to visualize and test their designs in a more intuitive and immersive manner, leading to 
improved work efficiency. As a result, potential design defects and construction issues can be identified and 
addressed early on, saving both time and costs that would have otherwise been spent on modifications during the 
construction phase. 

Furthermore, the collaborative nature of these technologies enables project stakeholders to communicate 
and make decisions more effectively, leading to faster project progress. For example, by using virtual reality (VR) 
technology, stakeholders can experience a 3D model of a building before it's constructed and make informed 
decisions based on their virtual experience. The use of augmented reality (AR) can also help workers on 
construction sites visualize where to place components or identify potential hazards, improving safety and reducing 
the risk of errors. 

These benefits are exemplified in Figure 2 and Figure 8, which shows a virtual model of a construction 
project being viewed and modified by architects, engineers, and builders. Through the use of AR/VR/MR 
technologies, the team is able to collaborate more effectively, address design issues early on, and ultimately deliver 
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The adoption of AR/VR/MR technologies in the construction industry has enabled the creation of virtual 
tours that offer a more immersive and interactive experience than traditional 2D renderings or physical models. 
As a result, stakeholders are able to better visualize and understand the project design, leading to more informed 
decision-making. 

One notable example of the benefits of virtual tours can be seen in Figure 3, where a virtual tour of a 
building design is being conducted. Through the use of AR/VR/MR technologies, the tour provides a realistic and 
engaging experience for users, allowing them to explore the building design in detail and gain a deeper 
understanding of its layout and features. 

In addition to being engaging, user feedback from virtual tours has been overwhelmingly positive. Many 
individuals have reported that the immersive experience provided by AR/VR/MR technologies is not only 
enjoyable but also informative. This feedback highlights the potential of virtual tours to improve communication 
and collaboration among project stakeholders, ultimately leading to higher quality construction projects that better 
meet the needs of users. 

 

 
 

Figure 3. The owner's experience when visiting their construction site through VR. 
 

The adoption of AR/VR/MR technologies in the construction industry requires an investment in both 
equipment and skills, but the long-term benefits are significant. Figure 4 illustrates the use of laser scanning 
equipment, which can create 3D models of a construction site. This technology can help to identify potential issues 
in the early stages of the project, allowing for prompt and cost-effective resolution. 

In addition to cost savings, the use of AR/VR/MR technologies can also lead to faster decision-making 
and project progress, thanks to improved communication and collaboration between stakeholders. By leveraging 
these technologies, project teams can work together more effectively, regardless of their physical location. 

While the initial investment in AR/VR/MR technologies may be substantial, the decreasing cost of 
equipment and software is expected to make it more accessible and cost-effective for construction companies in 
the future. In fact, training employees to use laser scanning equipment and other AR/VR/MR tools is becoming 
increasingly common, reflecting the growing recognition of the benefits of these technologies. 

 

 
 

Figure 4. Training employees to use laser scanning equipment 
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4.2  Discussion 
The application of 3D and AR/VR/MR technology in construction design and project management brings 

many benefits to contractors, investors, and other stakeholders. By using interactive 3D models, users can 
experience a more realistic and comprehensive understanding of the project design and details, which helps to 
minimize errors during the construction process. Moreover, AR/VR/MR applications allow users to interact with 
3D models and view details that are difficult to discern in reality. In addition, the use of this technology improves 
work efficiency and reduces costs for all parties involved in the design and construction processes. The application 
of 3D and AR/VR/MR technology in construction projects is an unstoppable trend and will continue to be 
developed in the future. 

This application also has the potential to reduce costs and time in the design and construction process, 
while minimizing errors and risks during implementation. 

To effectively employ this technology, however, designers and project managers will require investments 
in in equipment and skills. Additionally, the accuracy and reliability of the 3D model must be ensured in order to 
make the correct design and construction decisions.  

 

 
Figure 5. Research process for applying AR/VR/MR in desing implementation 

 
The following is a detailed step-by-step im plementation to apply in the design phase. 

Step 1: Collecting information about the project, including architecture, structural, and MEP (Mechanical, 
Electrical, and Plumbing) (Figure 6) 

In the first step of the process, the researchers gathered information about the construction project, 
including its purpose, area, architecture, and structure. This involved collecting data and documents related to the 
project, such as drawings, blueprints, specifications, and site plans. The goal was to obtain a comprehensive 
understanding of the project's requirements, constraints, and objectives, and to identify any potential issues or 
challenges that might arise during the construction process. 

To collect this information, the researchers employed various research methods, such as surveys, 
interviews, or site visits. They may have also used computer-aided design (CAD) software to analyze and visualize 
the project's architectural and structural features. This step was crucial in laying the foundation for the subsequent 
stages of the process, as it provided the necessary input data for creating the 3D model and evaluating its 
performance. 
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Step 1: Collecting information about the project, including architecture, structural, and MEP (Mechanical, 
Electrical, and Plumbing) (Figure 6) 

In the first step of the process, the researchers gathered information about the construction project, 
including its purpose, area, architecture, and structure. This involved collecting data and documents related to the 
project, such as drawings, blueprints, specifications, and site plans. The goal was to obtain a comprehensive 
understanding of the project's requirements, constraints, and objectives, and to identify any potential issues or 
challenges that might arise during the construction process. 

To collect this information, the researchers employed various research methods, such as surveys, 
interviews, or site visits. They may have also used computer-aided design (CAD) software to analyze and visualize 
the project's architectural and structural features. This step was crucial in laying the foundation for the subsequent 
stages of the process, as it provided the necessary input data for creating the 3D model and evaluating its 
performance. 

  
Unmanned Aerial Vehicle (UAV) 3D Laser Scanning equipments 

  
Figure 6. Collecting the basis information for construction design 

 
Step 2: Using design software and AR/VR/MR technologies to create a 3D model of the project (Figure 7) 

After gathering sufficient project information, the next crucial step in implementing AR/VR/MR in the 
construction industry is creating a 3D model of the construction project. This comprehensive model incorporates 
various elements such as architecture, structure, electrical and water systems, and landscape. However, creating a 
detailed 3D model can be challenging, considering factors like precision, time, cost, and designer expertise. 
Fortunately, AR/VR/MR technology has simplified this process. Modern design tools like SketchUp, Revit, and 
AutoCAD enable engineers and designers to rapidly create accurate and comprehensive 3D models. 

Once the 3D model is ready, it serves multiple purposes in construction. Virtual walk-throughs provide 
immersive and interactive experiences for stakeholders. It also facilitates problem identification and modifications 
before construction commences, minimizing errors and delays. Additionally, the 3D model enhances 
communication and collaboration by providing a clear, shareable depiction of the project. 
 

 
 

Figure 7. Creating 3D Model  
 
Step 3: Checking and evaluating the 3D model to detect and address errors and conflict (Figure 2) 

Once the 3D model has been created and visualized using AR/VR/MR technology, the next critical step 
is to conduct a thorough inspection and evaluation to identify any errors or issues. This stage is vital in ensuring 
the accuracy and compliance of the final product. 

Various tools and methods are available for examining and evaluating the 3D model. Commonly, software 
is used to analyze the model, identifying errors related to size, shape, structural integrity, and other factors that 
may impact functionality or safety. 

During the review and evaluation process, it is crucial to ensure that the 3D model can be effectively 
utilized as intended. For instance, if it is designed for architectural purposes, it must accurately depict the building's 
construction and be compatible with the software commonly used by architects and engineers. Similarly, if it is 
intended for virtual or augmented reality applications, optimization for the appropriate hardware and software 
platforms is essential. 
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Overall, the review and evaluation of the 3D model are critical stages in the AR/VR/MR construction 
design process. By ensuring accuracy, error-free representation, and compatibility with its intended use, high-
quality designs can be created that meet project requirements and serve as valuable resources for architects, 
engineers, and other construction professionals. 
Step 4: Enhancing user interaction with the 3D model by creating diverse interactive experiences, such as 
creating a virtual tour of the construction space (Figure 8) 

After creating and refining the 3D model, the next step is to incorporate interactive features to enhance 
the user's experience. One way to achieve this is by creating a virtual tour of the construction site, using virtual 
reality (VR) technology to enable users to explore the virtual space and interact with various aspects of the 
construction design. 

For example, in a commercial building project, users can take a virtual tour of the foyer and examine the 
various design elements such as layout, furniture, and decor. They can also interact with virtual elements like doors, 
elevators, and lighting to see how they function in the space. 

Another method to improve the user experience is by creating interactive simulations. In a residential 
construction project, for instance, users can interact with a kitchen simulation to visualize how various appliances 
and materials will appear and function in the space. They can experiment with different layouts and designs to find 
the optimal solution for their needs. 

By providing these interactive experiences, users can better understand and interact with the building's 
design, enabling them to make better decisions and achieve a better outcome. 

 

 
 

Figure 8. Interacting with the model in real space 
 
Step 5: Optimizing and Fine-tuning the 3D Model for Different AR/VR/MR Devices (Figure 9) 

After creating and enhancing the 3D model with interactive features, it is crucial to optimize and fine-tune 
it for various AR/VR/MR devices. This involves adjusting the resolution, frame rate, and other settings to ensure 
the model runs smoothly and looks good on different devices. 

As different AR/VR/MR devices have varying technical specifications and capabilities, it is important to 
optimize the 3D model for each device to ensure the best user experience. A 3D model that looks fantastic on a 
high-end VR headset may not perform well on a lower-end AR app for a smartphone. 

Optimizing the 3D model may also involve modifying the user interface and interactions to ensure they 
are intuitive and easy to use on each device. 

Overall, optimizing and fine-tuning the 3D model for various AR/VR/MR devices is a crucial stage in 
ensuring the success of the project as it can significantly impact the user experience and engagement. 
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Figure 9. Optimizing process on AR, VR,MR devices projects  
 

Step 6: Using the 3D model to make decisions and solve problems during the construction process (Figure 
10) 

The 3D model created through AR/VR/MR technology serves as a valuable asset throughout the 
construction process, aiding decision-making and problem-solving. 

Before construction begins, the 3D model enables early detection and resolution of potential issues. By 
visualizing the project in 3D, conflicts or discrepancies between different building components can be easily 
identified, thus preventing costly construction errors. 

During construction, the 3D model facilitates coordination among teams and subcontractors. For instance, 
the electrical team can visualize the installation of electrical components and ensure accurate placement. Similarly, 
the plumbing team can examine the interconnections of plumbing components and ensure proper installation. 

Furthermore, the 3D model allows for real-time monitoring of construction progress. By overlaying the 
model onto the construction site, areas falling behind schedule can be pinpointed, and the overall progress can be 
assessed. 

 

 
 

Figure 10. Illustration of applying virtual reality technology in desgin 
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Using the 3D model during construction can ultimately speed up the process and reduce the likelihood 
of errors. It can help ensure that the project is completed on time, within budget, and to everyone's satisfaction. 

 
5. CONCLUSIONS 

The use of 3D technology and AR/VR/MR in the design and management of construction projects offers 
numerous benefits to contractors, developers, and other stakeholders. By utilizing an interactive 3D model, users 
can gain a more authentic and comprehensive understanding of the project's design and details, which can help to 
minimize errors during the construction process. Moreover, the use of AR/VR/MR technology allows users to 
interact with the 3D model and view difficult-to-see details in the real-world environment. In addition, this 
technology can increase work efficiency and save costs for all parties involved in the design and construction 
process. In summary, the application of 3D and AR/VR/MR technology in construction projects is an unstoppable 
trend that will continue to be developed in the future. 

The popularity of using AR/VR/MR technology in the construction industry is increasing rapidly, 
enhancing the interactivity and visuality of the 3D model while improving the ability to evaluate and manage 
construction projects. This application also has the potential to reduce costs and time in the design and construction 
process while minimizing errors and risks during implementation. 

However, to effectively apply this technology, it is necessary to invest in equipment and training for 
designers and project managers. Additionally, ensuring the accuracy and reliability of the 3D model is essential to 
make the right decisions during the design and construction process. 
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Abstract: Leaseholds have been increasingly used in real estate projects because of their flexibility advantages, 
such as flexible-use and contract renewal options. This paper presents a financial model for real estate development 
by which developers may employ short-term lease contracts (STLCs) with multiple renewal options (MROs) 
instead of a single long-term lease. To price flexibility value of renewal option embedded in short-term lease 
contracts under an equilibrium model, this paper proposes a computational framework based on market lease 
present value (MLPV) and a Monte Carlo option pricing method. The multiple renewal options are modeled as a 
series of European call options. The future MLPV of STLCs, an important underlying variable of renewal options, 
is then assumed to follow a stochastic process called geometric Brownian motion. The proposed method is then 
applied to a real estate project under construction in Bangkok. The results of our analysis revealed that using 
multiple short-term lease contracts with multiple renewal options may provide benefits for both developers and 
leaseholders.  
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1. INTRODUCTION  

The growth of the construction industry is believed to be positively correlated with the wellbeing of the 
real estate market. For example, the Thai construction industry was valued in 2019 at about $US43,000 million or 
about 7.7% of the country’s GDP, while the Thai real estate market was valued at about 45% of the total 
construction value. The real estate market is certainly large, and it includes a wide range of projects. For instance, 
it can be divided into the four basic groups of residential, commercial, industrial, and infrastructure (Folch, 2008).  

For residential projects, they can be developed using either freehold or leasehold methods. However, as 
the prices of land in the center areas of big cities like Bangkok become more and more expensive, freehold property 
also become unaffordable to general people, especially young workers. For young workers, they usually have low 
incomes and may be reluctant to buy freehold residential properties because they are not certain about their work 
in the future. For example, they may find a better job elsewhere and decide to move so as to live close to their new 
workplaces. Therefore, young workers may find it more sensible to rent instead of buying. 

As for leasehold, it can be viewed as purchasing the use of property over a fixed period of time (Bellalah, 
2002). One of the several benefits of a leasehold property is that it can provide leaseholders (tenants or lessees) 
flexibility throughout the holding period. Examples of flexibility in a typical lease contract include flexible-use 
options and contract renewal options. Elements of strategic flexibility in leasehold contracts (leases), such as 
renewal and flexible-use options, have been studied since the works of Miller and Upton (1976), McConnell and 
Shallheim (1983), and Grenadier (1995). Myers (1987) believed that flexibility in real assets should be viewed as 
real options. Real options may be defined as the right, but not the obligation, to take certain actions on real assets. 
The main purpose of the use of real options is to supplement the discounted cash flow (DCF) method in valuing a 
project under uncertainty, where the DCF may simply ignore the values of strategic actions, such as renewal, delay, 
postponement, and abandonment (Hayes & Abernathy, 1980; and Hayes & Garvin, 1982).  

In Thailand, leasehold properties typically have 30-year term. Due to the limited time of use, with all 
things being equal, leasehold properties are usually sold at about 70% of the prices of freehold ones, which may 
still be expensive in case the projects are in prime areas. Therefore, to help address the issue of housing 
affordability crisis, especially in a city center, we consider a residential property development model using a short-
term leasehold contract (STLC) with multiple renewal options (MROs). This approach to real estate development 
may essentially help lower the initial lease prices of the developed property, thereby making it more affordable. 
This is because STLCs require smaller down payments and less borrowing from banks to finance the transaction. 
Moreover, since the property developed using the proposed method becomes more affordable, developers can tap 
a greater pool of real and local demand accordingly. Thus, the benefits can be potentially mutual. 

The remainder of this paper is organized as follows. The next section provides a brief background of 
Thailand’s real estate market, and it summarizes the previous studies about real estate valuation and real options 
analysis. In Section 3, a proposed computation framework is presented. Then, in Section 4, we provide the details 
of the case study project. Section 5 presents the risk modelling and analysis of the case study project, followed by 
the results of the analysis. Finally, the paper closes with the conclusion in Section 6. 
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1. INTRODUCTION  
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real estate market. For example, the Thai construction industry was valued in 2019 at about $US43,000 million or 
about 7.7% of the country’s GDP, while the Thai real estate market was valued at about 45% of the total 
construction value. The real estate market is certainly large, and it includes a wide range of projects. For instance, 
it can be divided into the four basic groups of residential, commercial, industrial, and infrastructure (Folch, 2008).  

For residential projects, they can be developed using either freehold or leasehold methods. However, as 
the prices of land in the center areas of big cities like Bangkok become more and more expensive, freehold property 
also become unaffordable to general people, especially young workers. For young workers, they usually have low 
incomes and may be reluctant to buy freehold residential properties because they are not certain about their work 
in the future. For example, they may find a better job elsewhere and decide to move so as to live close to their new 
workplaces. Therefore, young workers may find it more sensible to rent instead of buying. 

As for leasehold, it can be viewed as purchasing the use of property over a fixed period of time (Bellalah, 
2002). One of the several benefits of a leasehold property is that it can provide leaseholders (tenants or lessees) 
flexibility throughout the holding period. Examples of flexibility in a typical lease contract include flexible-use 
options and contract renewal options. Elements of strategic flexibility in leasehold contracts (leases), such as 
renewal and flexible-use options, have been studied since the works of Miller and Upton (1976), McConnell and 
Shallheim (1983), and Grenadier (1995). Myers (1987) believed that flexibility in real assets should be viewed as 
real options. Real options may be defined as the right, but not the obligation, to take certain actions on real assets. 
The main purpose of the use of real options is to supplement the discounted cash flow (DCF) method in valuing a 
project under uncertainty, where the DCF may simply ignore the values of strategic actions, such as renewal, delay, 
postponement, and abandonment (Hayes & Abernathy, 1980; and Hayes & Garvin, 1982).  

In Thailand, leasehold properties typically have 30-year term. Due to the limited time of use, with all 
things being equal, leasehold properties are usually sold at about 70% of the prices of freehold ones, which may 
still be expensive in case the projects are in prime areas. Therefore, to help address the issue of housing 
affordability crisis, especially in a city center, we consider a residential property development model using a short-
term leasehold contract (STLC) with multiple renewal options (MROs). This approach to real estate development 
may essentially help lower the initial lease prices of the developed property, thereby making it more affordable. 
This is because STLCs require smaller down payments and less borrowing from banks to finance the transaction. 
Moreover, since the property developed using the proposed method becomes more affordable, developers can tap 
a greater pool of real and local demand accordingly. Thus, the benefits can be potentially mutual. 

The remainder of this paper is organized as follows. The next section provides a brief background of 
Thailand’s real estate market, and it summarizes the previous studies about real estate valuation and real options 
analysis. In Section 3, a proposed computation framework is presented. Then, in Section 4, we provide the details 
of the case study project. Section 5 presents the risk modelling and analysis of the case study project, followed by 
the results of the analysis. Finally, the paper closes with the conclusion in Section 6. 

2. BACKGROUND 
2.1 Thailand’s Residential Property Market 

As observed by Folch (2008), infrastructure developments, such as transportation improvements, can help 
increase the demand for residential properties in the improving area. For example, the development of mass rail 
transit in the center of Bangkok city essentially helped spur the development of high-rise condominiums along the 
rail lines because of the high demand for residential properties in the area. As a result, the price index of Bangkok’s 
condominiums, which are mostly located along the developed rail lines, grew on average about 6% per year over 
the past decade (2012–2020), while single-detached houses grew about 3.5% per year (see Fig. 1).  
 

 
 

Figure 1. Housing price index in Bangkok (Source: Bangkok Post, 2020) 
 

2.2 Leasehold Property 
Leasing has grown increasingly popular in market-oriented economies because of its special ability to 

boost economic activity by putting the financing party’s (lessor’s) own assets to work (Katner, 2011). The use of 
leasing is not confined to real estate but includes other types of assets, such as satellites, trucks, and power plants 
(Bellalah, 2002).  

Recently, it has been successfully adopted in the infrastructure market (e.g., build-lease-operate-transfer, 
asset recycling, or leasing of government-owned assets). For real estate projects, each market is perceived as 
unique, and its development process is so much a creation of the political process that society may negotiate, 
debate, and reconsider how that market relates to the basic issues of an enterprise economy: who pays, who benefits, 
who risks, and who has standing to participate in the decision process (Grasskamp, 1981). 

  
2.3 Flexibility as Real Options 

Flexibility as real options is an emerging concept in contemporary decision analysis. Basically, an option 
gives the holder the right, but not the obligation, to buy (call option) or to sell (put option) a designated asset at a 
predetermined price (the strike or exercise price). The designated asset that can be bought or sold is called the 
underlying asset.  

Real options were proposed as an alternative method to conventional project evaluation, such as DCF. 
Conventional approaches work well when the future cash flow and decisions are predictable. However, when 
projects contain a high degree of uncertainty and strategic interactions, they tend to underestimate the project value 
or lead to a wrong decision regarding the project’s financial feasibility. As Schwartz and Trigeorgis (2001) 
highlighted, flexibility of decision and strategic interactions should be considered to have financial value even 
though DCF methods fail to fully take account of that value. Real options have been widely studied and 
successfully applied to various fields, such as R&D (e.g., Lee & Paxson, 2001; Herath & Park, 2002), natural 
resources (e.g., Brennan & Schwartz, 1985; Kelly, 1998), strategy (e.g., Bernardo & Chowdhry, 2000; Kogut & 
Kulatilaka, 1994), technology (e.g., McGrath, 1997), and infrastructure (e.g., Nuefville, 2011; Chiara et al., 2007).  

Real options research in lease contracts include, for example, a study on the use of ROA to endogenously 
derive the entire term structure of lease rates (Grenadier, 1995), the use of a ROA to the valuation of lease contracts 
under incomplete information (Bellalah, 2002), and the application of real options to lease contracts in the maritime 
transport industry (Al Sharif and Qin, 2014). 

 
2.4 MC-Based Option Pricing Method (OPM) 

The valuing or pricing of options can be done using (1) analytical, (2) numerical, and (3) simulation 
methods. We provide a summary of each method as follows. 

Analytical methods, also named closed form methods, are widely used for valuing financial options whose 
underlying risk variables are assumed to follow a geometric Brownian motion (GBM). The first and most popular 
analytical method is the Black-Scholes (B/S) formula (Black and Scholes, 1973). The B/S can be used to price 



314

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

European options, a type of option that can be exercised only at the maturity date. However, this analytical method 
strictly requires that the underlying risk variable follows a GBM.  

The numerical or approximation analytical methods were mainly developed to deal with options that have 
early exercise features, such as American options, a type of option that can be exercised any time prior to the 
maturity date. Binomial lattices and finite difference methods are examples of often-used numerical methods (Hull, 
2006).  

The third group of methods are based on simulations, such as MC simulations, and involve two main 
processes. The first is the “forward projection” of the underlying risk variables, which is performed by MC 
simulation. The second involves determining the optimality of decision at each time step in a backward fashion, 
where dynamic programming and least squares regression are two of the methods used to find the optimal exercise 
decision (Longstaff & Schwartz, 2004). The main purpose of the backward algorithm is to compare and select, at 
each time step, the maximum value between an immediate payoff (if exercised now) and an expected continuing 
payoff (if exercised later). The underlying risk assumption of simulation methods need not follow a GBM, making 
the method extremely useful for pricing real options.  

In this study we adopted this approach to option pricing for our analysis of the renewal option embedded 
in lease contracts. 

 
2.5 Renewal Options In Real Estate 

Real options in real estate development have been explored by several researchers. For example, Shilling 
et al. (1985) was among the first to apply option pricing theory (OPT) to value the right to property development 
as a call option (Hui & Fung, 2009). In another study (Throupe et al., 2012) proposed using a ROA valuation to 
mitigate the risk and to find the optimal strategy for developing a mixed-use property. In a recent article by Yeh 
and Lien (2020), they evaluated a real estate development project using a binomial MC-OPM. As for valuing 
renewal options embedded in leases, Hendershott and Ward (2002) applied OPT to value retail leases with renewal 
and average options using the B/S formula. Geltner et al. (2013) also applied decision tree analysis (DTA) to 
valuing a lease renewal option. 

In this paper, we propose using the MC for valuing leases with MROs embedded in residential real estate 
whose underlying risk variable is the market lease present value (MLPV) backed by rent incomes. We also add 
into the valuation model the assumption of aging property that may affect the income growth over the holding 
period of leases, thereby making the valuation more realistic and conservative. 
 
3. COMPUTATIONAL FRAMEWORK  

In this section, we first present the conceptual framework of using multiple STLCs (Alternative “B” in 
Fig. 2) with renewal options as a substitute for a single LTLC (Alternative “A” in Fig. 2). 

  

 
 

Figure 2. Conceptual framework of n short term leases with multiple renewal options 
 
As shown in Fig. 2, a m-year lease contract may be replaced by using n of STLCs with n-1 renewal options. 

In order to make such a decision rationally, a tenant would have to calculate the expected net benefits (the PV of 
the stream of expected rent incomes) to be received from holding the subsequent lease and the financing costs of 
lease renewal. Therefore, if the PV of the stream of expected rent incomes falls below the cost of lease renewal 
(i.e., exercise price of contract renewal, K), a rational leaseholder should not exercise a renewal option and end the 
lease (i.e., decision A1: End lease). However, if the opposite is assumed to occur, the leaseholder should exercise 

Alternative “A”: Long term lease contract (LTLC)

T0                                                                               Tn = m years (e.g., m = 30 years)

Alternative “B”: n short term lease contract (STLC) with renewal options

T0 T1 = m/n years 

STLC1(T1,K1) STLC2(T2,K2)

A1: End lease
A2: Renew lease

Decision to be made at t ime 
T1 (A1 or A2)

Tn

Tn

STLCn(Tn)

A1: End lease
A2: Renew lease
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European options, a type of option that can be exercised only at the maturity date. However, this analytical method 
strictly requires that the underlying risk variable follows a GBM.  

The numerical or approximation analytical methods were mainly developed to deal with options that have 
early exercise features, such as American options, a type of option that can be exercised any time prior to the 
maturity date. Binomial lattices and finite difference methods are examples of often-used numerical methods (Hull, 
2006).  

The third group of methods are based on simulations, such as MC simulations, and involve two main 
processes. The first is the “forward projection” of the underlying risk variables, which is performed by MC 
simulation. The second involves determining the optimality of decision at each time step in a backward fashion, 
where dynamic programming and least squares regression are two of the methods used to find the optimal exercise 
decision (Longstaff & Schwartz, 2004). The main purpose of the backward algorithm is to compare and select, at 
each time step, the maximum value between an immediate payoff (if exercised now) and an expected continuing 
payoff (if exercised later). The underlying risk assumption of simulation methods need not follow a GBM, making 
the method extremely useful for pricing real options.  

In this study we adopted this approach to option pricing for our analysis of the renewal option embedded 
in lease contracts. 

 
2.5 Renewal Options In Real Estate 

Real options in real estate development have been explored by several researchers. For example, Shilling 
et al. (1985) was among the first to apply option pricing theory (OPT) to value the right to property development 
as a call option (Hui & Fung, 2009). In another study (Throupe et al., 2012) proposed using a ROA valuation to 
mitigate the risk and to find the optimal strategy for developing a mixed-use property. In a recent article by Yeh 
and Lien (2020), they evaluated a real estate development project using a binomial MC-OPM. As for valuing 
renewal options embedded in leases, Hendershott and Ward (2002) applied OPT to value retail leases with renewal 
and average options using the B/S formula. Geltner et al. (2013) also applied decision tree analysis (DTA) to 
valuing a lease renewal option. 

In this paper, we propose using the MC for valuing leases with MROs embedded in residential real estate 
whose underlying risk variable is the market lease present value (MLPV) backed by rent incomes. We also add 
into the valuation model the assumption of aging property that may affect the income growth over the holding 
period of leases, thereby making the valuation more realistic and conservative. 
 
3. COMPUTATIONAL FRAMEWORK  

In this section, we first present the conceptual framework of using multiple STLCs (Alternative “B” in 
Fig. 2) with renewal options as a substitute for a single LTLC (Alternative “A” in Fig. 2). 

  

 
 

Figure 2. Conceptual framework of n short term leases with multiple renewal options 
 
As shown in Fig. 2, a m-year lease contract may be replaced by using n of STLCs with n-1 renewal options. 

In order to make such a decision rationally, a tenant would have to calculate the expected net benefits (the PV of 
the stream of expected rent incomes) to be received from holding the subsequent lease and the financing costs of 
lease renewal. Therefore, if the PV of the stream of expected rent incomes falls below the cost of lease renewal 
(i.e., exercise price of contract renewal, K), a rational leaseholder should not exercise a renewal option and end the 
lease (i.e., decision A1: End lease). However, if the opposite is assumed to occur, the leaseholder should exercise 
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the right to renew the lease (i.e., decision A2: Renew lease). 
Based on the conceptual framework presented in Fig. 2, the computational framework for pricing MROs 

in STLCs and the equilibrium option lease value can be developed as described in the following steps. 
The first step is to determine the MLPV of LTLC ( nT  -year with no option), denoted by 0 ( )tLPV A= , 

using the income or investment method.  
The income or investment approach uses the DCF method, which is based on the implicit assumptions 

concerning all income streams produced by an investment (Johnson & Thomson, 2014). It employs the concept of 
time value for money, and the discount rate ( r ) for the calculation is adjusted based on the level of risk exposure: 
the greater the risk exposure, the higher the discount rate to be used. Risk-free cash flow, such as coupons from 
the investment in government bonds, is denoted by fr . Therefore, for risky investments, such as real estate 
investment, the discount rate should be the sum of the risk-free rate ( fr ) and the risk premium. This theory is 
known as a capital asset pricing model (CAPM). Accordingly, the present value ( PV ) of a stream of cash flow 

tCF  can be computed as shown in Eq. (1): 
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where tCF  is the net cash flow generated in year t , and r  is a risk-adjusted discount rate. For a 30-year 
leasehold property unit, the expected market lease present value at year t=0 can be computed as: 
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where tS  is monthly rent income in year t . 
Based on Eq. (2), the expected market LPV (i.e., MLPV) can be modified as; 
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where r is a risk-adjusted discount rate; and, ˆ
tS  is an expected monthly market rent income for year t .  

For alternative “B”, the expected MLPV of the succeeding lease can be computed by Eq. (4); 
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where jT  is the end year of the lease .j  For example, if a lease with one renewal option were employed, the 
tenant would like to know the MLPV of the second lease, which is computed at the end year of the first lease ( 1jT = ).  

A renewal option embedded in STLCs can be modeled as a European call option with an exercise price 
of K  at maturity date. Grenadier (1995), for example, a pioneer in this study, provided technical details on the 
valuation of options to renew or cancel a lease using an equilibrium model. Under the equilibrium model, the value 
of two leases, lease “A” for 2T  years with no options and lease “B” for 1T  years with an option to renew for 
additional 2 1( )T T−  years, must be equal since each provides the same service flow from the underlying asset 
(Grenadier, 1995). Therefore, the equilibrium option rent can be determined by equating the PVs of the first and 
second leases, and the option premium is the difference between the equilibrium rent on a lease of term 2T  with 
no renewal option and the equilibrium option rent on a lease of term 1T  with a renewal option. 

 
3.1 Determining Exercise Prices (K) 

Once the expected MLPV for each lease contract is determined, a fair renewal price (hereafter exercise or 
strike price) corresponding to the short-term lease contract j , denoted by jK , can be determined as, 

{ }1,2,..., 1 ( )
jTj nK MLPV B∈ − = . (5) 

For example, the strike price of the first 10-year STLC with two renewal options ( 3, 30n m= = ) can be 
computed as 

11 10( ) ( )
jj T tK MLPV B MLPV B
== == = . 

 
3.2 Modeling of The Underlying Risk Variable ( tX ) 

The underlying risk variable of renewal options embedded in STLCs is the future rent income in year t , 
denoted as tS , and can be modeled using the stochastic GBM process. Therefore, the uncertain future monthly 
rent income in year t  may be presented mathematically as shown in Eq. (6); 
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1 ,t t tdS S dt S dzµ σ+ = +   (6) 
 

where µ and σ  is the drift rate, and the volatility of the stochastic process tS , respectively; and, dz  is a 

stochastic process called a Wiener process, defined as tdz dtε= , and is a standard normal random variable 

(i.e., ( )0,1t Nε  ). However, in this study, we incorporated the assumption about aging property into the 
model. The aging property assumption leads to different drift rate ( µ ) for each lease. Therefore, the MLPV in 
year jT  (

jTX ) can be modeled as shown in Eq. (7); 
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where 
jt TMLPV =  is a function of a random variable tS , which has a parameter jµ  for the j  lease contract. 

The MC simulation can be used to generate the future MLPV of 
jTX . For example, the MLPV of the second lease, 

measured in year 1jT =  for simulated path i , denoted as ( )iω  for 1, 2,...,i N= , can be mathematically 

presented as 
1 , ( )jT iX ω=

. 
 
3.3 Modeling of A Payoff Function of MROs 

The MROs in lease contracts can be modeled as a series of European call options whose payoff (Π ) 
can be computed by 

{ }, ( ) , ( ) 1,2,..., 1( , ; ) max( ,0)
j jT i j T i j nt X K X Kω ω ∈ −Π = −   (8) 

 
where , ( )( , ; )

jT i jt X KωΠ  is the payoff function of the renewal option at time t ; , ( )jT iX ω  is the market lease value 

at time jT  for the simlaued path ( )iω ; n  is the number of STLCs; and, { }1,2,..., 1j nK ∈ −  is a vector of strike prices 
corresponding to the j  lease contract. From Eq. (4), the payoff function is non-negative, and its value is the 
maximum between , ( )jT i jX Kω −  and zero. 
 
3.4 Revision of Future Payoff 

Since MROs (i.e., two or more renewal options) are path dependent, then dynamic programming must 
be employed to determine the optional decision of the leaseholder. For example, the exercise of the first renewal 
option will provide the tenant the right to renew for another lease. Therefore, if the tenant decides to end the 
lease, there will be no right to renew the lease for another term, and the future payoff from the following renewal 
options must be set to zero. 

 
3.5 The MC-OPM/Valuation  

Once the MPLV matrix represented by tX  and the payoff function have been determined, the expected 
present value ( 0tC = ) of renewal options modeled as a European call option at time t  can be computed as; 
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where [ ]*E ⋅  is the expected value under a risk-neutral world and requires a risk-free discount rate ( fr ). The 
reason for using a risk-free rate as the discount rate for valuing options is that options must be priced under a risk-
neutral world to avoid arbitrage opportunity (Marshall, 2000; Hull, 2006). 
 
4. CASE STUDY PROJECT: A MIXED-USE LEASEHOLD PROJECT 

In this study, a mixed-use project under construction in the center of Bangkok (see Fig. 3) is employed as 
a case study for this paper. The project was scheduled to be opened in 2024, but it was postponed to 2025 due to 
the effect of the COVID-19 pandemic. A major part of this project is a residential property, which can be sold on 
a leasehold contract with a period of no more than 30 years. However, the developer also wants to know if shorter 
STLCs (e.g., 10 years with 2 renewal options) could make the development more attractive to buyers who may 
prefer short-term lease over rent. 
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where 
jt TMLPV =  is a function of a random variable tS , which has a parameter jµ  for the j  lease contract. 

The MC simulation can be used to generate the future MLPV of 
jTX . For example, the MLPV of the second lease, 

measured in year 1jT =  for simulated path i , denoted as ( )iω  for 1, 2,...,i N= , can be mathematically 
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Since MROs (i.e., two or more renewal options) are path dependent, then dynamic programming must 
be employed to determine the optional decision of the leaseholder. For example, the exercise of the first renewal 
option will provide the tenant the right to renew for another lease. Therefore, if the tenant decides to end the 
lease, there will be no right to renew the lease for another term, and the future payoff from the following renewal 
options must be set to zero. 

 
3.5 The MC-OPM/Valuation  

Once the MPLV matrix represented by tX  and the payoff function have been determined, the expected 
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where [ ]*E ⋅  is the expected value under a risk-neutral world and requires a risk-free discount rate ( fr ). The 
reason for using a risk-free rate as the discount rate for valuing options is that options must be priced under a risk-
neutral world to avoid arbitrage opportunity (Marshall, 2000; Hull, 2006). 
 
4. CASE STUDY PROJECT: A MIXED-USE LEASEHOLD PROJECT 

In this study, a mixed-use project under construction in the center of Bangkok (see Fig. 3) is employed as 
a case study for this paper. The project was scheduled to be opened in 2024, but it was postponed to 2025 due to 
the effect of the COVID-19 pandemic. A major part of this project is a residential property, which can be sold on 
a leasehold contract with a period of no more than 30 years. However, the developer also wants to know if shorter 
STLCs (e.g., 10 years with 2 renewal options) could make the development more attractive to buyers who may 
prefer short-term lease over rent. 

 

  
Figure 3. A mixed-use project under construction in the center of Bangkok 

 
5. ANALYSIS AND RESULTS 
5.1 Base Case Analysis: 35-M2 Property Unit for A LTLC 

The case project is a residential property, which can be sold on a leasehold contract with a period of no 
more than 30 years. However, the developer also wants to know if shorter STLCs (e.g., 10 years with renewal 
options) could make the development more attractive to buyers who prefer to lease rather over rent. The main 
assumption used in this analysis is that the expected growth (drift) rate of rent income for each lease contract is 
constant over the term of the lease contract. However, the drift rate for the next lease contract is assumed to be 
decreased to account for the aging property. For example, in Fig. 4, the expected drift rate for the first, second, 
and third lease contract is assumed to be 1 aµ = , 2 bµ = , and 3 cµ = , respectively, where a b c> > . 

 

 
Figure 4. Drift rate ( jµ ) of average market monthly rent income over the lease period 

 
Market research to determine the competitive monthly rent in the area that the project is being developed 

is presented in Table 1. It was assumed that the expected drift rate for the first, second, and third lease contract 
was 1 4%µ = , 2 3%µ = , and 3 2%µ = , respectively. Accordingly, the expected MLPV of LTLC was calculated, 
and the results are shown in Table 1. 

 
Table 1. The DCF analysis of the case project using LTLC 

Year Average monthly rent 
(THB/month) 

Estimated yearly value 
(THB/year) 

Effective rent 
(THB/ m2/month) 

1 18,843 226,112  795.46 
2 19,596 235,157  795.46 
3 20,380 244,563  795.46 
         

28 42,230 506,754  795.46 
29 43,074 516,890  795.46 
30 43,936 527,227  795.46 

 
Based on the data shown in Table 1, the expected MPVL(A) is about 4,598,742 THB. As for a 10-year 

term lease contract with two renewal options, we can compute the expected MLPV of the first (STLC1), second 
(STLC2), and third (STLC3) lease using Eq. (4), which can be mathematically presented as; 
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Accordingly, the expected MLPV of the three STLCs can be calculated as shown in Table 2.  
 

Table 2. The DCF analysis of the case project using three STLCs  
Lease MLPV Effective rent (Baht/m2/month) Present value 
STLC1 1,960,837 634.32 1,960,837 
STLC2 2,757,541 892.05 1,539,797 
STLC3 3,521,781 1,139.28 1,098,108 

Total MLPV (B) 4,598,742 
 

As can be seen in Table 2, by using the discount rate of 6%, the total MLPV(B) comprising of three STLCs 
was indeed equal to that of the 30-year lease (i.e., MLPV(A) = THB 4.59 million). When the three STLCs were 
employed, the MLPV at the beginning of the first, second, and third lease was 1.96, 2.75, and 3.52 million THB, 
respectively, as shown in Fig. 5.  

 

 
 

Figure 5. Market lease present value (MLPV) for each alternative 
 
As mentioned earlier, there is a hidden value in the two renewal options, which must be priced. To price 

the options to renew the lease contract, the strike price to be specified in the lease contract must be determined. 
Based on the results shown in Table 3, the strike prices of renewal options for the first and second lease contracts 
can be specified, using the MLPV at the beginning of each lease, as 2.75 and 3.52 million baht, respectively, (i.e., 

1 2.75K =  and 2 3.52K = ). Accordingly, under the equilibrium model, equilibrium option rents of lease “B” should 
be lower than those specified in the lease contract since the tenant may choose to end the lease if the market rent 
rate turned out to be cheaper than the rate specified in the contract to be renewed. 

 
5.2 Modeling of Underlying Risk Variable 

The underlying risk variable of this study is market lease present value (MLPV) backed by rent incomes. 
From Eq. (10), the MLPV of a property unit in year { }1,2jT ∈  can be computed by 
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where tS  is the market monthly rent rate in year t , which is assumed to behave as a random variable following 

a GBM with an expected drift rate of jµ  and a variance of 2σ  over the period of lease j ; and r  is the risk-
adjusted discount rate. The market monthly rent used in this study is different from the monthly rent rate specified 
in the lease contract, which is assumed to be constant over the lease period. This is because the actual monthly 
rent rate will vary or fluctuate for each unit in the same property. The GBM is defined by the stochastic differential 
equation (SDE) as given in Eq. (6). 
 
5.3 Pricing of MROs Embedded in Lease Contracts 

Future payoff was computed using Eq. (8). To increase the accuracy of the estimated option premium of 

MLPV(A) = 
4,598,742 THB

A : 30-year lease contract

MLPV(STLC1) = 
1,960,837 THB

B : 10-year lease contract + 2 Renewal Options

MLPV(STLC2) = 
2,757,541 THB

MLPV(STLC3) =  
3,521,781 THB

STLC1 STLC3STLC2

LTLC
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Accordingly, the expected MLPV of the three STLCs can be calculated as shown in Table 2.  
 

Table 2. The DCF analysis of the case project using three STLCs  
Lease MLPV Effective rent (Baht/m2/month) Present value 
STLC1 1,960,837 634.32 1,960,837 
STLC2 2,757,541 892.05 1,539,797 
STLC3 3,521,781 1,139.28 1,098,108 

Total MLPV (B) 4,598,742 
 

As can be seen in Table 2, by using the discount rate of 6%, the total MLPV(B) comprising of three STLCs 
was indeed equal to that of the 30-year lease (i.e., MLPV(A) = THB 4.59 million). When the three STLCs were 
employed, the MLPV at the beginning of the first, second, and third lease was 1.96, 2.75, and 3.52 million THB, 
respectively, as shown in Fig. 5.  

 

 
 

Figure 5. Market lease present value (MLPV) for each alternative 
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the options to renew the lease contract, the strike price to be specified in the lease contract must be determined. 
Based on the results shown in Table 3, the strike prices of renewal options for the first and second lease contracts 
can be specified, using the MLPV at the beginning of each lease, as 2.75 and 3.52 million baht, respectively, (i.e., 

1 2.75K =  and 2 3.52K = ). Accordingly, under the equilibrium model, equilibrium option rents of lease “B” should 
be lower than those specified in the lease contract since the tenant may choose to end the lease if the market rent 
rate turned out to be cheaper than the rate specified in the contract to be renewed. 
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where tS  is the market monthly rent rate in year t , which is assumed to behave as a random variable following 

a GBM with an expected drift rate of jµ  and a variance of 2σ  over the period of lease j ; and r  is the risk-
adjusted discount rate. The market monthly rent used in this study is different from the monthly rent rate specified 
in the lease contract, which is assumed to be constant over the lease period. This is because the actual monthly 
rent rate will vary or fluctuate for each unit in the same property. The GBM is defined by the stochastic differential 
equation (SDE) as given in Eq. (6). 
 
5.3 Pricing of MROs Embedded in Lease Contracts 

Future payoff was computed using Eq. (8). To increase the accuracy of the estimated option premium of 
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the three STLCs, we can increase the number of simulations. In this study, we used MATLAB 2021a for the 
simulation with N = 10,000. Based on the results of the simulation, the present values of the first and second 
renewal options were estimated to be 0.1598 and 0.1869, respectively. Accordingly, the total value of the two 
renewal options for a 10-year lease (modelled as a series of European call options) is estimated to be about THB 
0.3467 million in present value (i.e., 0 0.3467tC = =  million). 

 
5.4 Results of Multiple Renewal Options (MROs) Analysis and Valuation 

The results of the analysis presented in the previous section indicated that the MLPV of lease “A” for a 
35-m2 property unit is about THB 4.59 million or an effective rent (

0 3,T TR ) of about THB 795/m2/month. For lease 

“B”, the contract effective rent for each lease is 
0 1, 634T TR = , 

1 2, 892T TR = , and 
2 3, 1,139T TR =  baht/m2/month 

(Table 2). Therefore, the effective rents to be specified in the lease contract (contract effective rents) for 30-year 
term lease and 3 short-term leases are indeed equal, which satisfies the equilibrium model requirement. 

However, for leaseholders, two renewal options in the lease contract provide the leaseholders an “exit 
option,” which is estimated to have a value of THB 0.3468 million in present value. Because the total value of 
effective rent must also meet the equilibrium model requirement in which the value of two leases, one for 2T  
years with no options and another for 1T  years with an option to renew for additional 2 1( )T T−  years, must be 

equal, the equilibrium option rent (denoted by 
1,j j

o
T TR

+
 for the equilibrium option rent for lease j ) of the three 

short leases, therefore, can be calculated as 
0 1, 582.62o

T TR = ,
1 2, 810.42o

T TR = , and 
2 3, 1,139.28o

T TR =  
baht/m2/month for the first, second, and third lease, respectively. For the calculation of the equilibrium option rent 
of the first lease contract (

0 1,
o
T TR ) with the renewal option value of 0.1598 million in present value, the equilibrium 

option rent is therefore estimated to be the difference between the MLPV(SLTC1) (i.e., THB 1,960,837) and the 
first renewal option value, thereby reducing the cost to leaseholder to about THB 1,801,016 in present value for 
10 years which is equivalent to the effective rent of 582.26 baht/m2/month. As for the equilibrium option rent 
(

1 2,
o
T TR ) of the second lease contract, it can be estimated in the same way. 

 
6. CONCLUSIONS 

In this paper, we explored the option values embedded in a STLC (e.g., a 10-year term) with MROs, 
instead of a single LTLC. Valuing the fair price of MROs in leases can be a challenge for both developers and 
buyers who want to know the hidden option values in those leases. This paper has illustrated step-by-step how 
MROs embedded in leases can be priced using an equilibrium model and MC-OPM. With the increasing 
computing power of today’s personal computer, our proposed method is considered a simple and straightforward 
method for pricing a series of European call options. 

The results of the analysis using a 35-m2 property unit with a 30-year lease (Alternative A: a single LTLC) 
as a case study showed that the effective rent rate is about 795 baht/m2/month, with the MPVL(A) of about THB 
4.59 million. When three STLCs, each with a 10-year term, are employed, the effective rent rate is about 634, 892, 
and 1,139 baht/m2/month for the first, second, and third lease, with the MPVL(SLC1), MPVL(SLC2), MPVL(SLC3) 
of about 1.96, 2.75, and 3.52 million, respectively. The present value (PV) of the three SLCs is 4.59 million. Two 
renewal options embedded in the lease contracts had been estimated to be about THB 0.3468 million. Therefore, 
the equilibrium optimal rent rate for leaseholders was reduced to 582.62 and 810.42 baht/m2/month for the first 
and second lease, respectively. This, therefore, makes the development more affordable and flexible to local people 
who may be reluctant to commit to the long-term financial obligation of a LTLC. Developers, on the other hand, 
can attract a greater pool of demand. The benefits can be mutual. However, as mentioned earlier, project 
development conditions worth considering in the adoption of the proposed method are those in the area with high 
workforce rotation and improving infrastructure, a key factor that could help drive the price appreciation of 
property units, accordingly. 

The model presented in this paper, we hope, may help developers and leaseholders to appreciate the 
implicit benefits of shorter-term leases with flexible options, such as renewal options. 

 
REFERENCES 
 
Al Sharif, A. A., & Qin, R. (2014). Valuation of Lease Contracts with a Price Adjustment Option: An 

Application to the Maritime Transport Industry, The Engineering Economist, 59:1, 30-54, DOI: 
10.1080/0013791X.2013.869646 

Bangkok Post (2020). Back down to earth. Available: https://www.bangkokpost.com/property/2011047/back-
down-to-earth [2021, February 1]. 



320

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

Bellalah, M. (2002). Valuing lease contracts under incomplete information: a real options approach. The 
Engineering Economist, 47(2), 194–212. 

Bernardo, A., & Chowdhry, B. (2000). Resources, Real Options, and Corporate Strategy, Working Paper, The 
Anderson School at UCLA. 

Black, F., & Scholes, M. (1973). The Pricing of Options and Corporate Liabilities, Journal of Political Economy, 
81, 637-659. 

Brennan, M., & Schwartz, E. (1985). Evaluating Natural Resource Investments, Journal of Business, 58(2) 135-
157.  

Chiara, N., Garvin, M. J., & Vecer, J. (2007). "Valuing Simple Multiple-Exercise Real Options in Infrastructure 
Projects." Journal of Infrastructure Systems, 13(2), 97-104. 

Folch, M. (2008). Note on real estate investments, Ivy Management Services, Richard Ivey School of Business, 
The University of Western Ontario 

Geltner, D. M., Miller, M. G., Clayton, J., & Eichholtz, P. (2013). Commercial Real Estate Analysis and 
Investments. Oncourse Learning, 3rd Edition. 

Grasskamp, J. (1981). Fundamentals of real estate development, Washington, D.C.: ULI-the Urban Land 
Institute. 

Grenadier, S. R. (1995). Valuing lease contracts: A real-options approach, Journal of Financial Economics, 
38(3), 297-331. 

Hayes, R. H., & Abernathy, W. J. (1980). Managing our Way to Economic Decline, Harvard Business Review, 
July-August, 67-77. 

Hayes, R. H., & Garvin, D. (1982). Managing as if tomorrow mattered, Harvard Business Review, May-June, 
70-79. 

Hendershott, P. H., & Ward, C. W. (2002). Valuing and Pricing Retail Leases with Renewal and Overage 
Options, NBER Working Paper No. 9214. 

Herath, H. S. B., & Park, C. S. (2002). Multi-Stage Capital Investment Opportunities as Compound Real 
Options, The Engineering Economist, 47(1) 1-27. 

Hui, E. C., & Fung, H. (2009). Real estate development as real options, Construction Management and 
Economics, 27:3, 221-227, DOI:10.1080/01446190902759017 

Hull, J.C. (2006). Options, Futures, and Other Derivatives. Prentice Hall. 
Johnson, L., & Thomson, B. (2014). The discounted cash flow approach to valuing property investments (18.7). 

In E. Jowsey (Ed.), Real estate concepts: a handbook. London, UK: Routledge.  
Katner, W. (2011) Leasing in the Polish Civil Code, Uniform Law Review, 16(1-2), 401–414. 
Kelly, S. (1998). A Binomial Lattice Approach for Valuing a Mining Property IPO, The Quarterly Review of 

Economics and Finance, 38 (Special Issue), 693-709. 
Kogut, B., & Kulatilaka, N. (1994). Options Thinking and Platform Investments: Investing in Opportunity, 

California Management Review, 36(2), 52-67. 
Lee, J., & Paxson, D. (2001). Valuation of R&D Real American Sequential Exchange Options, R&D 

Management, 31(2) 191-201. 
Longstaff, F. A., & Schwartz, E. S. (2004). Valuing American Options by Simulation: A Simple Least-Squares 

Approach, Review of Financial Studies, 14(1), 113-147. 
Marshall, J.F. (2000). Dictionary of financial engineering. Hoboken, NJ: Wiley. 
McConnell, J. J. and Schallheim, J. S. (1983) Valuation of asset leasing contracts, Journal of Financial 

Economics, 12(2), 237-261. 
McGrath, R. (1997). A Real Options Logic for Initiating Technology Positioning Investment, Academy of 

Management Review, 22(4), 974-996. 
Miller, M. H. & Upton, C. W. (1976). Leasing, buying, and the cost of capital services, The Journal of Finance, 

Vol. 31, No. 3, pp.761-786. 
Myers, S. C. (1987). Financial Theory and Financial Strategy, Midland Corporation Financial Journal, Spring, 

6-13.  
Nuefville, R. (2011). Flexibility in Engineering Design, MIT Press, Cambridge MA 
Schwartz, E.S., & Trigeorgis, L. (2001). Real Options and Investment under Uncertainty, MIT Press, 

Cambridge, MA. 
Shilling, J. D., Benjamin, J. D., & Sirmans, C. F. (1985). Contracts as options: some evidence from 

condominium developments. AREUEA Journal, 13(2): 143–52. 
Throupe, R., Sewalk S., Juncheng Z., & Huo C. (2012). Real Option Analysis: A Switching Application for 

Mixed-Use Real Estate Development, Pacific Rim Property Research Journal, 18:3, 277-291, DOI: 
10.1080/14445921.2012.11104363 

Yeh, I-C, & Lien, C-H (2020). Evaluating real estate development project with Monte Carlo based binomial 
options pricing model, Applied Economics Letters, 27:4, 307-324, DOI: 
10.1080/13504851.2019.1616049 



321

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

Bellalah, M. (2002). Valuing lease contracts under incomplete information: a real options approach. The 
Engineering Economist, 47(2), 194–212. 

Bernardo, A., & Chowdhry, B. (2000). Resources, Real Options, and Corporate Strategy, Working Paper, The 
Anderson School at UCLA. 

Black, F., & Scholes, M. (1973). The Pricing of Options and Corporate Liabilities, Journal of Political Economy, 
81, 637-659. 

Brennan, M., & Schwartz, E. (1985). Evaluating Natural Resource Investments, Journal of Business, 58(2) 135-
157.  

Chiara, N., Garvin, M. J., & Vecer, J. (2007). "Valuing Simple Multiple-Exercise Real Options in Infrastructure 
Projects." Journal of Infrastructure Systems, 13(2), 97-104. 

Folch, M. (2008). Note on real estate investments, Ivy Management Services, Richard Ivey School of Business, 
The University of Western Ontario 

Geltner, D. M., Miller, M. G., Clayton, J., & Eichholtz, P. (2013). Commercial Real Estate Analysis and 
Investments. Oncourse Learning, 3rd Edition. 

Grasskamp, J. (1981). Fundamentals of real estate development, Washington, D.C.: ULI-the Urban Land 
Institute. 

Grenadier, S. R. (1995). Valuing lease contracts: A real-options approach, Journal of Financial Economics, 
38(3), 297-331. 

Hayes, R. H., & Abernathy, W. J. (1980). Managing our Way to Economic Decline, Harvard Business Review, 
July-August, 67-77. 

Hayes, R. H., & Garvin, D. (1982). Managing as if tomorrow mattered, Harvard Business Review, May-June, 
70-79. 

Hendershott, P. H., & Ward, C. W. (2002). Valuing and Pricing Retail Leases with Renewal and Overage 
Options, NBER Working Paper No. 9214. 

Herath, H. S. B., & Park, C. S. (2002). Multi-Stage Capital Investment Opportunities as Compound Real 
Options, The Engineering Economist, 47(1) 1-27. 

Hui, E. C., & Fung, H. (2009). Real estate development as real options, Construction Management and 
Economics, 27:3, 221-227, DOI:10.1080/01446190902759017 

Hull, J.C. (2006). Options, Futures, and Other Derivatives. Prentice Hall. 
Johnson, L., & Thomson, B. (2014). The discounted cash flow approach to valuing property investments (18.7). 

In E. Jowsey (Ed.), Real estate concepts: a handbook. London, UK: Routledge.  
Katner, W. (2011) Leasing in the Polish Civil Code, Uniform Law Review, 16(1-2), 401–414. 
Kelly, S. (1998). A Binomial Lattice Approach for Valuing a Mining Property IPO, The Quarterly Review of 

Economics and Finance, 38 (Special Issue), 693-709. 
Kogut, B., & Kulatilaka, N. (1994). Options Thinking and Platform Investments: Investing in Opportunity, 

California Management Review, 36(2), 52-67. 
Lee, J., & Paxson, D. (2001). Valuation of R&D Real American Sequential Exchange Options, R&D 

Management, 31(2) 191-201. 
Longstaff, F. A., & Schwartz, E. S. (2004). Valuing American Options by Simulation: A Simple Least-Squares 

Approach, Review of Financial Studies, 14(1), 113-147. 
Marshall, J.F. (2000). Dictionary of financial engineering. Hoboken, NJ: Wiley. 
McConnell, J. J. and Schallheim, J. S. (1983) Valuation of asset leasing contracts, Journal of Financial 

Economics, 12(2), 237-261. 
McGrath, R. (1997). A Real Options Logic for Initiating Technology Positioning Investment, Academy of 

Management Review, 22(4), 974-996. 
Miller, M. H. & Upton, C. W. (1976). Leasing, buying, and the cost of capital services, The Journal of Finance, 

Vol. 31, No. 3, pp.761-786. 
Myers, S. C. (1987). Financial Theory and Financial Strategy, Midland Corporation Financial Journal, Spring, 

6-13.  
Nuefville, R. (2011). Flexibility in Engineering Design, MIT Press, Cambridge MA 
Schwartz, E.S., & Trigeorgis, L. (2001). Real Options and Investment under Uncertainty, MIT Press, 

Cambridge, MA. 
Shilling, J. D., Benjamin, J. D., & Sirmans, C. F. (1985). Contracts as options: some evidence from 

condominium developments. AREUEA Journal, 13(2): 143–52. 
Throupe, R., Sewalk S., Juncheng Z., & Huo C. (2012). Real Option Analysis: A Switching Application for 

Mixed-Use Real Estate Development, Pacific Rim Property Research Journal, 18:3, 277-291, DOI: 
10.1080/14445921.2012.11104363 

Yeh, I-C, & Lien, C-H (2020). Evaluating real estate development project with Monte Carlo based binomial 
options pricing model, Applied Economics Letters, 27:4, 307-324, DOI: 
10.1080/13504851.2019.1616049 

A BAYESIAN NETWORK MODEL FOR QUANTIFYING THE COST IMPACTS OF 
CLAIM CAUSES IN BUILDING PROJECTS 

 
Sang Van1, Veerasak Likhitruangsilp2, and Photios G. Ioannou3 

 
1) Ph.D. Candidate, Department of Civil Engineering, Faculty of Engineering, Chulalongkorn University, Bangkok, Thailand. 
Email: quangsangek@gmail.com 
2) Ph.D., Assoc. Prof., Department of Civil Engineering, Faculty of Engineering, Chulalongkorn University, Bangkok, 
Thailand. Email: Veerasak.L@chula.ac.th 
3) Ph.D., Professor, Department of Civil and Environmental Engineering, University of Michigan, Ann Arbor, Michigan, USA. 
Email: photios@umich.edu 
 
Abstract: Claims are a troublesome issue and often result in adverse consequences in construction projects. Claims 
stem from various causes. Even though these causes may or may not finally lead to claims, they still affect certain 
project objectives such as project cost, time, and quality. Thus, it is necessary to develop a tool that can assess the 
impacts of claim causes during project execution. In this paper, we quantify the cost impacts of claim causes in 
building projects using a Bayesian network (BN) model. Claim causes were first compiled by a comprehensive 
literature review and were then verified by a group of nine experts. Face-to-face interviews with the experts were 
conducted to define the cause-and-effect relationships among 13 claim causes, which were in turn used for 
developing a BN model. An ordinal scale was established for rating the cost impact of each claim cause, which is 
expressed by a cost overrun level of building projects. Through a structured questionnaire survey, the historical 
data of claim causes in 112 building projects were gathered to demonstrate the proposed model. The results show 
that the proposed BN model can be used to predict the cost impact levels of claim causes along with their associated 
probabilities. The proposed model can characterize critical claim causes in building projects, which can 
subsequently be used to choose appropriate response measures. 
 
Keywords:  Bayesian network model, Building projects, Construction claims, Claim causes, Claim responses. 
 
1. INTRODUCTION 

The construction industry has been witnessing a sharp rise of claims in terms of both frequency and 
severity (Apte & Pathak, 2016). Zaneldin (2006) reported that 35% of the construction projects in the United Arab 
Emirates (UAE) encountered claims. Although claims are sometimes necessary and can be settled in a non-
confrontational manner (Kumaraswamy, 1997), for other times claims can lead to negative effects such as cost 
overruns and schedule delays (Apte & Pathak, 2016; Khahro & Ali, 2014). Noticeably, if claims are not settled 
amicably, they may lead to disputes, which often contribute to project failure, loss of time and money, and 
jeopardize the relationships among project participants (Cheung et al., 2001; Cheung & Pang, 2013). Construction 
disputes cost the United States $43.4 million and last 14.8 months on average (Arcadis, 2018). 

Several research works have focused on the quantification of claim severity, including the cost impacts of 
claims. For example, Semple et al. (1994) performed a content analysis on 24 construction claims submitted by 
the Canadian contractors and concluded that half of them were above 30% of respective contract sums. It is worth 
noting that most of the previous studies have approached claims from a reactive perspective, rather than a proactive 
perspective. Specifically, a limited amount of studies investigated the interdependences among claim causes to 
predict the cost impacts of claim causes during project execution (Likhitruangsilp et al., 2022). 

In this paper, we quantify the cost impacts of claim causes in building projects using a Bayesian network 
model. This study focuses on building projects (e.g., residential or housing, office, hospital, and hotel) recently 
completed in Vietnam. The results can be used to predict the severity levels of claim causes in terms of cost, 
thereby we can prepare appropriate strategies to prevent or mitigate their likelihood of occurrences and 
consequences. 
 
2. BACKGROUND 
2.1  Cost Impacts of Claims 

Costs associated with claims are often substantial (Olanrewaju & Anavhe, 2014). The average cost growth 
caused by claims was about seven percent of the original contract value in the US and Thailand (Sakate & Dhawale, 
2017). The 18 percent of the contract sum was paid to contractors as claim fees in Portugal (Moura & Teixeira, 
2007). The 50 percent of claims constituted 30% of the original contract price, and 33 percent of claims amounted 
to at least 60% of the original contract price (El-Adaway & Kandil, 2009). In some cases, the claim costs were as 
high as the original contract prices (Cheeks, 2003). 
 
2.2  Cost Impacts of Claim Causes 

Even though claim causes may or may not finally lead to claims, they still affect certain project objectives 
such as project cost, time, and quality. This depends on the claim causes’ impact levels in each circumstance and 
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the relationships between contractors and owners. Predicting and recognizing the cost impacts of claim causes 
may help contractors plan their work related to claim causes better. For example, they can adequately allocate or 
reserve their budgets resulting from the project owners’ delay in payment. If contractors submit a claim, they may 
sufficiently prepare an evidence (e.g., documents) to show their losses and damages of events causing claims. 
 
2.3  Bayesian Networks 

Bayesian networks (BNs) are directed acyclic graphs (DAG) used for descriptive and predictive purposes 
(Jensen, 2001). BNs can visually represent probabilistic cause-and-effect relationships among a set of random 
variables (Heckerman, 1997), including dependencies and independencies, which are closely aligned with real-
world conditions (McCabe et al., 1998). For causal modeling, a BN is the best-fit methodology (Sharma et al., 
2019). 

Figure 1 shows an example of a BN. Nodes in the BN represent probabilistic variables. Root nodes (RN) 
are the nodes without any parent node, whereas leaf nodes (LN) are the nodes without any child node. Directed 
edges from a parent node to a child node depict the interdependences or causal relationships among variables 
(Guan et al., 2020). 
 

 
 

Figure 1. A Bayesian network with a directed acyclic graph (DAG) and causal relationships among nodes 
(Mohamad & Tran, 2021) 

 
Bayes’ theorem is the basis of the Bayesian approach. Assuming X and Y are two random events, then 

Bayes’ theorem presenting the conditional probability dependencies among variables (Cárdenas et al., 2014) can 
be expressed by Equation (1): 

( ) ( ) ( ) ( )|   |   /P X Y P Y X P X P Y= ×                              (1) 
 

where P(X) and P(Y) are the probabilities of X and Y, respectively. P(Y|X) is the probability of Y given X. 
P(X|Y) is the probability of X given Y. 
 
3. RESEARCH METHODOLOGY AND RESULTS 

Figure 2 depicts the five steps of this study. The details and results of each step are as follows. 
 

 
 

Figure 2. Research methodology 
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3.1  Identify and Verify Claim Causes 
A comprehensive literature review was carried out to identify the preliminary list of claim causes by 

focusing on the claims made by contractors against owners during the construction phase in building projects. 
Semi-structured interviews were then conducted with nine claim experts with at least 10 years of experience in 
claim management to verify the list. Some claim causes were removed from the list due to their low frequency and 
lack of basis to claim, whereas some were combined because they share the common meanings. Table 1 shows 13 
claim causes in this study. 
 

Table 1. Potential claim causes 
Code Claim cause Sources 
CC01 Issues related to site possession [1], [2], [3], [4], [5], [6], [9] 
CC02 Issues related to inadequate documents [1], [3], [4], [6], [7], [8], [11] 
CC03 Change orders by owners [1], [2], [3], [4], [5], [6], [7], [8], [10], [11] 
CC04 Third-party interferences [1], [3], [6] 
CC05 Owner’s delay [1], [2], [3], [5], [6], [7], [8], [9], [10], [11] 
CC06 Owner’s procurement of material or equipment [1] 
CC07 Owner’s failure to obtain licenses/permits [1], [9], [10], [11] 
CC08 Issues related to payment [1], [2], [3], [5], [6], [7], [8], [10] 
CC09 Termination/suspension of works [1], [2], [3], [4], [6], [7], [8], [9], [10] 
CC10 Differing site conditions [1], [2], [3], [5], [8], [10], [11] 

CC11 Unexpected increase in or escalation of material, 
labor, and equipment prices [1], [3], [4], [6], [7], [8], [9], [10], [11] 

CC12 Acts of God [2], [3], [4], [9], [11] 
CC13 Issues related to delivery/completion of work [1], [9] 

Sources: [1] Jalal et al. (2019), [2] Stamatiou et al. (2019), [3] Mishmish & El-Sayegh (2018), [4] Bu-Bshait & 
Manzanera (1990), [5] Cheung & Yiu (2006), [6] Enshassi et al. (2009), [7] Assaf et al. (2019), [8] Zaneldin 
(2018), [9] Yousefi et al. (2016), [10] Olanrewaju & Anavhe (2014), [11] Levin (2016) 
 
3.2  Determine the Interdependences among the Claim Causes 

The structured interviews with the previous nine experts were performed to identify the interdependences 
among the claim causes by construction contractors against project owners. A structured questionnaire, which is 
partially presented in Table 2, was used to support the experts in selecting an appropriate relationship between any 
two claim causes i and j (by ticking in the check box (☒)). The final relationship between any two claim causes 
was the one agreed by most of the experts. The guideline was provided in the questionnaire as follows. 

• O means that claim cause i and claim cause j are not related. 
• V means that claim cause i may lead to or influence claim cause j. 
• A means that claim cause j may lead to or influence claim cause i. 
• X means that claim cause i and claim cause j may lead to or influence each other. 

 
Table 2. A structured questionnaire to determine the interdependences among the claim causes 

Claim cause ‘i’ O V A X Claim cause ‘j’ 

Site possession ☐ ☐ ☐ ☐ Inadequate documents 

Site possession ☐ ☐ ☐ ☐ Change orders by owners 

Site possession ☐ ☐ ☐ ☐ Third-party interferences 

Site possession ☐ ☐ ☐ ☐ Owner’s delay 

Site possession ☐ ☐ ☐ ☐ … 

Site possession ☐ ☐ ☐ ☐ Delivery/completion of work 
 
3.3  Construct A Model Representing the Claim Cause Interdependences 

Based on the relationships among the claim causes determined in the previous step, interpretative 
structural modeling (ISM) was employed to construct a model which represents the interdependences among claim 
causes. ISM is a technique that can be used to establish the causal relationships among variables based on experts’ 
opinions (Rezaee et al., 2019; Ruiz-Benitez et al., 2018). ISM processes can be found in Etemadinia & Tavakolan 
(2021) and Viswanathan et al. (2020). The ISM model in this study consists of 60 causal relationships among the 
claim causes. 
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3.4  Verify the Interdependences among the Claim Causes 
Since the number of causal relationships in the ISM model is relatively large, the lift indexes of association 

rule mining (ARM) were calculated to check the reliability of interdependences among the claim causes. To 
achieve this, a questionnaire survey was conducted to collect the data related to claim causes from past building 
projects. There is a question in the questionnaire to determine the ‘occurrence’ or ‘no occurrence’ of each claim 
cause in the building projects in which the respondents were involved. The survey data was then encoded into 
values of “1” and “0” to support calculating lift indexes. The median value of lift indexes was considered a 
threshold to eliminate the weak-association relationships. Finally, 13 claim causes and 30 corresponding causal 
relationships were concluded, as displayed in Figure 3. 
 

 
 

Figure 3. Refined ISM model 
 
3.5  Quantify and Predict the Cost Impacts of Claim Causes Considering the Interdependences 

In this step, we created a BN model of the claim causes considering their interdependences from the 
refined ISM model. Transforming an ISM model into a BN model is based on two main assumptions. First, a BN 
is a directed acyclic graph (DAG); that is, there is no cycle (Cinar & Kayakutlu, 2010). Thus, the cycles which 
exist in the ISM model must be eliminated while transforming it into a BN model. Another critical assumption is 
conditional independence. BN is an independence map, which guarantees that separated variables are conditionally 
independent given other variables. In the ISM model, A -> B -> C refers to the effect of A on B and the effect of 
B on C, so there is an indirect effect of A on C. In the BN model, A is relevant to C, but if we know the true state 
of B, knowledge of A is irrelevant to C. So, C and A are conditionally independent given B (Cinar & Kayakutlu, 
2010). Thus, the procedure needs to eliminate indirect relationships between claim causes. For this purpose, the 
direct and indirect relationships between claim causes are first identified. Then, the indirect effects should be 
eliminated (Cinar & Kayakutlu, 2010). In this paper, a total of 13 indirect relationships were eliminated, and the 
remaining 17 relationships were taken into the BN model. 

In the questionnaire, a five-point ordinal scale was used to assess the impact level of each claim cause in 
terms of cost (cost overrun percentage). The scale ranged from 1 to 5, where 1 means very low (cost overrun ≤
0.05%), 2 means low (0.05%<cost overrun ≤ 0.1%), 3 means moderate (0.1%<cost overrun ≤ 0.25%), 4 means 
high (0.25%<cost overrun ≤ 0.5%), and 5 means very high (cost overrun>0.5%). 

To construct a BN model, we used software GeNIe Academic Version 4.0.2304.0 by “BayesFusion, LLC” 
(http://www.bayesfusion.com/). Data of claim causes’ cost impact levels were encoded and input into the BN 
model. The five-point ordinal scale of cost impact is encoded by using the following rules: “1” (very low) and “2” 
(low) are changed into “1” (low), “3” (moderate) is changed into “2” (changes value but still remains moderate 
level), whereas “4” (high) and “5” (very high) are changed into “3” (high). Finally, each claim cause consists of 
three cost impact states (i.e., low, moderate, and high). Each state provides its corresponding probability. Figure 4 
shows the BN model. 
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3.4  Verify the Interdependences among the Claim Causes 
Since the number of causal relationships in the ISM model is relatively large, the lift indexes of association 

rule mining (ARM) were calculated to check the reliability of interdependences among the claim causes. To 
achieve this, a questionnaire survey was conducted to collect the data related to claim causes from past building 
projects. There is a question in the questionnaire to determine the ‘occurrence’ or ‘no occurrence’ of each claim 
cause in the building projects in which the respondents were involved. The survey data was then encoded into 
values of “1” and “0” to support calculating lift indexes. The median value of lift indexes was considered a 
threshold to eliminate the weak-association relationships. Finally, 13 claim causes and 30 corresponding causal 
relationships were concluded, as displayed in Figure 3. 
 

 
 

Figure 3. Refined ISM model 
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three cost impact states (i.e., low, moderate, and high). Each state provides its corresponding probability. Figure 4 
shows the BN model. 

 
 

Figure 4. Bayesian network model and claim causes’ states developed in GeNIe 
 
 

 
 

Figure 5. Bayesian network model presenting states of claim cause CC06, given states of claim causes CC02, 
CC04, CC10, CC11, and CC12 

 
In this paper, we used claim cause Owner’s procurement of material or equipment (CC06) in a project 

that was not included in the training data to demonstrate the predictive capability of the BN model. This claim 
cause is children node of 5 parent nodes, including Issues related to inadequate document (CC02), Third-party 
interferences (CC04), Differing site condition (CC10), Unexpected increase in or escalation of material, labor, 
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and equipment prices (CC11), and Acts of God (CC12). The states of CC02, CC04, CC10, CC11, and CC12 are 
low, low, low, moderate, and low, respectively. The BN model predicted that the probability of claim cause CC6 
for the state “low” is 75%, 25% for the state “moderate,” and 0% for the state “high.” Accordingly, claim cause 
CC6 tends to create a “low” cost impact on the project. Figure 5 depicts the predictive results of the cost impact 
levels of claim cause CC6, along with associated probabilities, given the states of claim causes CC02, CC04, CC10, 
CC11, and CC12. 
 
4. CONCLUSION AND RECOMMENDATION 

This paper employs a Bayesian network (BN) approach to quantify and predict the cost impacts of claim 
causes on building projects. The BN model was developed based on 13 claim causes and their interdependences. 
Past building projects were used to demonstrate the applicability of proposed model. The model provides the 
probabilities associated with the three states of cost impact levels of claim causes. Critical claim causes, which 
lead to high impacts, must be focused while we prepare and implement appropriate response strategies and methods. 

There are some limitations of the proposed model that need to be addressed in future research works. First, 
the proposed model focuses on the claims made by construction contractors against project owners only. Second, 
our model is primarily designed to use for the construction phase. Third, the model is structured to quantify the 
cost impacts of claim causes of building projects. As a result, further studies may investigate other types of claim 
causes, different phases of building projects, or other types of projects (e.g., industrial projects and infrastructure 
projects). 
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Abstract: One of the major causes of accidents on construction sites is the unsafe behavior of construction 
personnel. Studies have shown that due to a lack of safety knowledge and experience, workers engage in unsafe 
behavior. By evaluating the existing safety knowledge, we can develop more specific safety programs, identify 
individuals prone to accidents, and improve safety knowledge. Recently, Virtual Reality (VR) has been extensively 
applied in hazard identification, training, and in classroom programs due to its immersive and interactive properties. 
Furthermore, VR games are effective for safety training, supporting dynamic learning in the classroom, and 
assessing knowledge, performance, and behavior. Past studies using VR games as assessment tools have employed 
either fully immersive or non-immersive setups. Both mediums offer equally convincing reasons for being 
effective in assessing safety knowledge, considering their advantages and disadvantages. However, determining 
which one, immersive VR or non-immersive, offers better options or preference effects in knowledge assessment 
could be beneficial for game developers. Thus, the objective of this research is to compare the experience of 
assessing safety knowledge with immersive and non-immersive VR to determine user preference and fundamental 
differences in their application. For this purpose, a pilot study was conducted, developing two VR games—an 
immersive VR game and a non-immersive VR game—and analyzing user preferences. The pilot study determined 
that most of the participants 63.33% of desktop games and, by extension, expressed a preference for the VR game 
instead for assessment of their safety knowledge. 
 
Keywords:  Safety knowledge, Safety assessment tools, Immersive VR games, Non-immersive VR games, 
Construction safety management.  
 
1. INTRODUCTION 

Despite increased investment in construction safety over the years (as reported by the BLS in 2021), unsafe 
behavior that leads to fatal and nonfatal accidents remains common on construction sites. A study on why workers 
engage in unsafe behavior identified eleven factors, and lack of education was one of them. The study found that 
workers with lower safety knowledge and experience had more accidents. Additionally, it was also stated that if 
safety knowledge was not improved, the workers continued to practice unsafe behavior. (Choudhry & Fang, 2008). 
Another research study in aviation, which examined the effect of education on knowledge, behavior, and attitude, 
concluded that an increase in knowledge positively affected behavior (Chang & Liao, 2009). Moreover, 
educational field trips and site visits are conducted with the primary objective of imparting site experience to 
students while enhancing their knowledge and hazard-detection skills (Pham et al., 2018). Thus, safety knowledge 
is necessary to bring about behavioral change in construction personnel, thereby mitigating accidents.  

Virtual reality (VR) games, due to their properties of immersion, interaction, and motivation, have been 
extensively used in safety management (Wang et al., 2018). In safety training, VR games have been used to train 
the workforce in safety measures, hazard recognition, and procedural training due to their ability to simulate 
hazardous conditions while engaging players and giving them a sense of control (Kıral & Comu, 2017; Li et al., 
2018; Wang et al., 2018). In education, the immersive simulation, multiplayer interaction, and dynamic learning 
offered by VR games have been used to impart practical knowledge and skills to students (Wang et al., 2018). 
Furthermore, VR games are effective in enhancing safety knowledge and skill gain through their ability to facilitate 
role-playing, dialogic learning, and interaction (Le et al., 2015). Even in children, the use of immersive VR for 
fire hazard training has been found to increase motivation to learn and interact (Smith & Ericson, 2009). Thus, VR 
games are reliable tools for enhancing safety education and training.   

Most of the previous studies comparing immersive and non-immersive VR have focused on assessing 
their effectiveness in knowledge gain, knowledge retention, and the type of learning suitable for each. In a study 
that assessed the knowledge retention of passengers after training them on aviation safety, it was concluded that 
the use of immersive VR resulted in longer knowledge retention due to higher participant engagement compared 
to traditional cards (Chittaro & Buttussi, 2015). Another study demonstrated that VR immersion improved 
memorization powers and provided participants with in-depth experiences through realistic simulations, leading 
to enhanced practical safety knowledge gain (Froehlich & Azhar, 2016; Xu & Zheng, 2020). Recent studies have 
compared the impact of immersive and non-immersive VR on procedural and conceptual learning in fire safety 
and have concluded that immersion improves procedural learning but has no effect on conceptual knowledge. 



329

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

COMPARISON OF IMMERSIVE AND NON-IMMERSIVE VR GAMES FOR 
ASSESSING SAFETY KNOWLEDGE. 

 
Sabnam Thapa1 and Vachara Peansupap2.  

 
1) Master’s candidate, Department of Civil Engineering, Faculty of Engineering, Chulalongkorn University, Bangkok, 
Thailand. Email: 63721244021@student.chula.ac.th 
2) Ph.D., Assoc. Prof., Department of Civil Engineering, Faculty of Engineering, Chulalongkorn University, Bangkok, 
Thailand. Email: vachara.p@chula.ac.th  
 
Abstract: One of the major causes of accidents on construction sites is the unsafe behavior of construction 
personnel. Studies have shown that due to a lack of safety knowledge and experience, workers engage in unsafe 
behavior. By evaluating the existing safety knowledge, we can develop more specific safety programs, identify 
individuals prone to accidents, and improve safety knowledge. Recently, Virtual Reality (VR) has been extensively 
applied in hazard identification, training, and in classroom programs due to its immersive and interactive properties. 
Furthermore, VR games are effective for safety training, supporting dynamic learning in the classroom, and 
assessing knowledge, performance, and behavior. Past studies using VR games as assessment tools have employed 
either fully immersive or non-immersive setups. Both mediums offer equally convincing reasons for being 
effective in assessing safety knowledge, considering their advantages and disadvantages. However, determining 
which one, immersive VR or non-immersive, offers better options or preference effects in knowledge assessment 
could be beneficial for game developers. Thus, the objective of this research is to compare the experience of 
assessing safety knowledge with immersive and non-immersive VR to determine user preference and fundamental 
differences in their application. For this purpose, a pilot study was conducted, developing two VR games—an 
immersive VR game and a non-immersive VR game—and analyzing user preferences. The pilot study determined 
that most of the participants 63.33% of desktop games and, by extension, expressed a preference for the VR game 
instead for assessment of their safety knowledge. 
 
Keywords:  Safety knowledge, Safety assessment tools, Immersive VR games, Non-immersive VR games, 
Construction safety management.  
 
1. INTRODUCTION 

Despite increased investment in construction safety over the years (as reported by the BLS in 2021), unsafe 
behavior that leads to fatal and nonfatal accidents remains common on construction sites. A study on why workers 
engage in unsafe behavior identified eleven factors, and lack of education was one of them. The study found that 
workers with lower safety knowledge and experience had more accidents. Additionally, it was also stated that if 
safety knowledge was not improved, the workers continued to practice unsafe behavior. (Choudhry & Fang, 2008). 
Another research study in aviation, which examined the effect of education on knowledge, behavior, and attitude, 
concluded that an increase in knowledge positively affected behavior (Chang & Liao, 2009). Moreover, 
educational field trips and site visits are conducted with the primary objective of imparting site experience to 
students while enhancing their knowledge and hazard-detection skills (Pham et al., 2018). Thus, safety knowledge 
is necessary to bring about behavioral change in construction personnel, thereby mitigating accidents.  

Virtual reality (VR) games, due to their properties of immersion, interaction, and motivation, have been 
extensively used in safety management (Wang et al., 2018). In safety training, VR games have been used to train 
the workforce in safety measures, hazard recognition, and procedural training due to their ability to simulate 
hazardous conditions while engaging players and giving them a sense of control (Kıral & Comu, 2017; Li et al., 
2018; Wang et al., 2018). In education, the immersive simulation, multiplayer interaction, and dynamic learning 
offered by VR games have been used to impart practical knowledge and skills to students (Wang et al., 2018). 
Furthermore, VR games are effective in enhancing safety knowledge and skill gain through their ability to facilitate 
role-playing, dialogic learning, and interaction (Le et al., 2015). Even in children, the use of immersive VR for 
fire hazard training has been found to increase motivation to learn and interact (Smith & Ericson, 2009). Thus, VR 
games are reliable tools for enhancing safety education and training.   

Most of the previous studies comparing immersive and non-immersive VR have focused on assessing 
their effectiveness in knowledge gain, knowledge retention, and the type of learning suitable for each. In a study 
that assessed the knowledge retention of passengers after training them on aviation safety, it was concluded that 
the use of immersive VR resulted in longer knowledge retention due to higher participant engagement compared 
to traditional cards (Chittaro & Buttussi, 2015). Another study demonstrated that VR immersion improved 
memorization powers and provided participants with in-depth experiences through realistic simulations, leading 
to enhanced practical safety knowledge gain (Froehlich & Azhar, 2016; Xu & Zheng, 2020). Recent studies have 
compared the impact of immersive and non-immersive VR on procedural and conceptual learning in fire safety 
and have concluded that immersion improves procedural learning but has no effect on conceptual knowledge. 

These studies also found that the feeling of presence did not affect both procedural and conceptual knowledge 
(Morélot et al., 2021). Another study compared the efficiency of immersive and non-immersive VR as a learning 
approach and concluded that immersive VR using head-mounted displays (HMDs) is a better option for improving 
both knowledge and skills Further research has compared the effects of different types of displays on long-term 
knowledge gain, sense of presence, and engagement in aviation procedure training, revealing that immersive VR 
games had the highest sense of presence and engagement, but knowledge gain was achieved with all three types 
of displays (Buttussi & Chittaro, 2018). Overall, the impact of immersive and non-immersive VR games on 
knowledge gain is still subject to mixed conclusions (Buttussi & Chittaro, 2017; Morélot et al., 2021).  

While much research has been conducted to understand the impact of immersion on safety knowledge 
attainment, it is also important to determine effective assessment tools to accurately evaluate safety knowledge. 
There is a need to compare immersive and non-immersive VR in assessing safety knowledge, as different 
assessment methods evaluate different skills (Assessment methods). Furthermore, the evaluation of safety 
knowledge has primarily been done through interviews and questionnaires (Checa & Bustillo, 2020; Wu et al., 
2020). However, there are other tools, such as VR games, that have proven to be reliable safety assessment tools 
(Li et al., 2012). Therefore, the objective of this research is to determine user preferences for immersive or non-
immersive VR when assessing safety knowledge.  
 
2. METHOD 

The main objective of this research is to compare immersive and non-immersive VR games in their role 
as assessment tools for safety knowledge. To achieve this, two games were developed: one using immersive VR 
and the other using non-immersive VR, both using the same scenarios and contents. To determine user preferences, 
participants in the pilot study were required to play both immersive and non-immersive VR games, and their 
opinions were collected through a Google survey. This study employed an experimental qualitative research 
approach. The following section provides detailed information about the system design, development, and pilot 
phase. 
       
2.1 System Framework 

A scenario serves as the setting where the game unfolds, and the player engages with the environment. To 
enhance realism and promote immersion, the developed scenarios were designed with objects, lighting and audio 
arrangements, and animations. To create the virtual environments, characters, and 3D models were required, which 
were imported from Maximo, Sketchup, Turbosquid, Free3D, and BIM models, among others. Some models were 
reconfigured using Blender to ensure they were suitable for the scene. All the models were then imported into 
Unity software, where the virtual environment was developed. Coding was done using Visual Studio to make the 
game functional and interactive.  

After developing the virtual environment, the input system varied based on the type of module. For the 
immersive VR game, Unity's paid asset, VRIF framework, was utilized, enabling interactions between the XR 
Advanced Rig and the environment. In the case of the non-immersive VR game, Unity's First-person starter pack 
was used, and the interaction occurred between the capsule player and its environment. These choices aligned with 
the conceptual framework outlined. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 Conceptual framework for Game development. 
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2.2 Theme of the Game 
The game's theme was to evaluate a player's safety knowledge, focusing on their understanding of personal 

protective equipment (PPE), knowledge of different parts of safety equipment, and comprehension of equipment 
functions and inspection procedures. 

Level I was designed as the easiest level, assessing the player's ability to recognize the appropriate PPE 
for specific tasks. Level II required players to answer multiple-choice questions, evaluating their capability to 
identify the parts of safety equipment and understand their functions. Level III aimed to assess the player's 
knowledge of equipment specifications and inspection procedures. Each category of hazard such as scaffolding 
had at least three scenes to evaluate the player’s knowledge. For non-immersive VR, the scenery and themes were 
the same. However, they were different in how input was perceived by the game system. In level I of the desktop 
game, the player had to drag and drop the correct object in the basket. In level II, the player had to use the quiz UI 
to go to a higher level of say scaffolding. In level II too, the player had to interact with the UI to go to higher levels.  

 
2.2 Comparison of The Immersive and Non-Immersive  

The main differences between immersive and non-immersive VR games were in the way players 
interacted with the virtual environment. In Level I, where players had to drag and drop objects, the immersive VR 
game utilized controllers for players to perform the dragging and dropping actions, while in the non-immersive 
VR game, players used the mouse key for this interaction. The controls for player movement also varied, as in the 
immersive VR game, players used controllers to move anywhere within the virtual environment, whereas, in the 
non-immersive VR game, movements were achieved using keyboard inputs or mouse clicks. 

These distinctions in input and interaction were implemented during the game development process 
through coding. Specifically, coding was done to enable the controllers' functionality for dragging and dropping 
objects in the immersive VR game. In the non-immersive VR game, coding was implemented to respond to mouse 
clicks for object manipulation. Additionally, coding was done to enable controller-based movement in the 
immersive VR game, while the non-immersive VR game utilized keyboard or mouse click inputs for player 
movement.   
 
2.3 Pilot Study  

A pilot study was conducted with thirty students to assess their preferences for the assessment of safety 
knowledge. Among the participants, thirty percent had prior safety training, while the remaining seventy percent 
of construction management students had no prior safety training. However, they had some awareness of safety 
practices and knowledge related to construction site safety. 

In the immersive VR game, the players used an HTC Vive Head-Mounted Display (HMD) and controllers. 
Of the total of thirty participants, forty percent of them had some experience using this equipment, while the rest 
sixty percent of the students had no prior experience with VR. To ensure familiarity with the HMD and controllers, 
a practice session was conducted before the actual gameplay. During this session, each participant practiced 
grabbing movements and controller-based movements. 

The students were made to play the VR game first followed by the desktop game after taking breaks. 
Immediately following their experience with the non-immersive VR game, the players were required to complete 
a questionnaire.  
 
3. RESULTS 

In this section, we present a set of questions designed to gather valuable insights into the preferences of 
participants regarding VR games, specifically the use of immersive and non-immersive VR games for assessing 
safety knowledge. These questions aim to explore various aspects, including participants' prior experience with 
safety training, their perception of the developed game, their preference for desktop games versus VR games, the 
influence of immersion on knowledge evaluation, and the effectiveness of immersion for hazard detection. 
Collecting their responses was aimed at gaining a deeper understanding of the potential of VR technology in safety 
training and assessment. The following are the Likert scale-based questions that were asked of the players:  
 

− Did you attend any safety training before this study? 
− The VR game offered realistic scenarios that required me to apply safety knowledge. 
− I prefer desktop games over VR immersive games to check my safety knowledge.  
− Level of immersion does 0t impact my performance in knowledge evaluation. 
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The following Likert scale evaluation range was referenced from the study (Nyutu et al., 2021) to 
interpret the results from the questionnaire:  
 

Table 1. Five-point Likert scale evaluation range. 
Likert Scale description Likert- scale Interval 

 Strongly disagree 1 1.00 - 1.80 
Disagree 2 1.81 - 2.60 
Neutral 3 2.61 - 3.40 
Agree 4 3.41 - 4.20 

Strongly agree 5 4.21 - 5.00 
 

The first question was aimed at assessing if the developed VR game was a good simulation of real-life 
work conditions and to find if the players find the VR game to be an effective way to learn safety knowledge. The 
average range was 4.43 meaning that on average the players strongly agree that developed scenarios were realistic 
and that safety knowledge was necessary to be applied in the scenarios portrayed. About 93.33% of the players 
agreed or strongly agreed with this statement.  

The players' preference between non-immersive VR games and immersive VR games was assessed using 
the question, "I would prefer a desktop game over a VR game to evaluate my safety awareness," which yielded an 
average score of 2.23. This indicates that, on average, participants did not prefer desktop games over VR games 
for knowledge assessment. Approximately 63.33% of the participants favored VR games over desktop games. 
When asked why some participants chose desktop games, they cited their familiarity and comfort with desktop 
games as the main reasons. Some also mentioned being new to VR games and experiencing discomfort such as 
dizziness or having eye problems (wearing glasses), which influenced their preference for desktop games. On the 
other hand, those who preferred immersive games highlighted the sense of immersion, realism, and overall 
enjoyable assessment experience. They found the immersive nature of VR games to be engaging and less stressful 
during the evaluation Participants who expressed a neutral stance mentioned that immersive VR was like their 
experience with first-person player games on a desktop, thus they remained neutral. Overall, these findings suggest 
a positive inclination towards VR games for evaluating safety knowledge, with factors such as immersion, interest, 
familiarity, and comfort influencing participants' preferences. The discomfort associated with VR experiences and 
the presence of eye problems were cited as reasons for some participants' preference for desktop games. These 
factors align with the findings of the study (Pardini et al., 2022). Figure 2 illustrates the results. 

 
Figure 2. Result of player's preference of Desktop game over VR game for knowledge assessment.  

 
To assess the impact of immersion on knowledge evaluation, we investigated whether the level of 

immersion affected players' performance. The average Likert scale score indicates that participants had a neutral 
stance regarding the impact of immersion on their knowledge assessment. Approximately 30% of the participants 
expressed a neutral response, stating that immersion neither positively nor negatively affected their knowledge 
assessment. A similar number of participants either agreed (23.3%) or disagreed that the level of immersion 
influenced their performance. However, most participants did not provide strong reasoning to support either claim 
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or stated that immersion had minimal influence on their ability to accurately evaluate safety knowledge. These 
findings align somewhat with the conclusions of a study that suggests immersion does not necessarily enhance 
conceptual learning (Morélot et al., 2021). The results obtained from our study are demonstrated as follows: 

 
Figure 3. Results about the impact of immersion on performance in Knowledge assessment.  

 
4. DISCUSSION 

With the participation of thirty players, the study has reached the following conclusions about the 
comparison of immersive and non-immersive VR:  

1. Participants found immersive VR (IVR) to be more realistic and engaging compared to non-
immersive VR (NIVR). 

2. Most players preferred IVR over NIVR for their knowledge evaluation due to its realism, higher 
engagement, and interest, resulting in a more enjoyable assessment experience. This indicates that 
IVR provides a superior assessment method. The study also highlights the influence of factors such 
as immersion, interest, familiarity, and comfort on participants' VR preferences.  

3. The impact of immersion level on players' performance in knowledge evaluation is moderate. 
Participants did not perceive a significant influence of immersion on their ability to assess safety 
knowledge. 

4. The study aimed to determine the correlation between training and performance in knowledge 
assessment, but no significant relationship could be identified. 

5. The developed VR game was perceived as an effective simulation of real-life work conditions, 
scoring an average of 4.43 on the Likert scale. Consequently, the developed VR games serve as 
reliable assessment tools. 

The results align with previous research findings that higher immersion leads to a greater sense of presence, 
engagement, motivation, and the ability to relate to real-world conditions, which in turn enhances motivation to 
learn (Checa & Bustillo, 2020). Additionally, the findings resemble another study's conclusion that immersive VR 
is preferable for procedural knowledge but not for conceptual knowledge (Morélot et al., 2021). The impact of 
immersion on the performance of participants in knowledge assessment was moderate. The impact of immersion 
on performance varied amongst the participants. Some participants in the study agreed that immersion had a 
positive impact on their performance, while others disagreed. This suggests that the impact of immersion may vary 
depending on the individual's learning style and preferences. However, further research is required to explore this 
topic and investigate potential factors that may affect the effectiveness of immersion in assessing safety knowledge. 
Future studies could aim to identify the factors influencing the relationship between immersion and safety 
knowledge assessment, utilizing larger study groups. Moreover, additional studies could assess the influence of 
immersion on performance in safety knowledge evaluations. 
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5. CONCLUSIONS 
This study aimed to compare the effectiveness of immersive and non-immersive VR in assessing safety 

knowledge. It involved thirty participants who played both types of VR games. The results indicate that the 
developed VR game was perceived as an accurate simulation of real-life work conditions. Most participants 
preferred immersive VR for their knowledge evaluation due to its realism, higher engagement, and overall 
enjoyment of the assessment experience. However, factors such as immersion, interest, familiarity, and comfort 
influenced participants' inclination toward non-immersive VR games. The study also found that the impact of 
immersion level on participants' performance in knowledge evaluation was moderate, aligning with previous 
research on the impact of immersion on conceptual learning (Morélot et al., 2021). This information can be 
valuable for trainers in designing safety training programs tailored to their objectives. In conclusion, the study 
supports the acceptance of immersive VR over non-immersive VR for assessing safety knowledge, primarily due 
to participants' higher interest in immersive VR games. 

The drawback of this research is that the study participants were limited, and the questionnaire was limited. 
Further studies could investigate the effects of immersion on performance in safety knowledge evaluations. More 
studies could aim to identify the factors that influence the connection between immersion and safety knowledge 
assessment, employing larger study groups. 
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Abstract: The circular economy (CE) is a modern economic model where the value of products, materials, and 
resources is maintained in the economy as long as possible, whereas the generation of waste is minimized. The CE 
primarily encompasses adding value to technological and biological cycles through design, material manufacturing, 
construction, and material recycling. Yet, it is a relatively new construction practice, which has been limitedly 
investigated. This paper examines how to implement the CE concept in construction supply chain management by 
focusing on modular steel projects. The supply chain, value chain, and life cycle of modular steel projects are 
thoroughly analyzed to define a modular steel supply chain, which consists of essential activities such as design, 
manufacturing, fabrication, and construction in a chronological order. We then identify all supply chain actors 
associated with these activities, their collaboration and interaction, as well as their responsibilities.  The paper then 
examines the actions each actor must carry out in the pre-construction, construction, and post-construction stages. 
The main actors include architects, contractor, engineer, manufacturer, fabricator, supplier, and dismantler. 
Implementing circular economy principles in modular steel projects requires effective strategies for the 
stakeholders' engagement, collaboration, and knowledge sharing. Our results highlight new roles and 
responsibilities associated with the CE practice each supply chain actor must perform. These findings are a 
preliminary step toward the implementation of the CE concept in the supply chain of modular steel construction. 
They can subsequently lead to comprehensive circular supply chain management in the construction industry and 
can provide valuable insights and recommendations to advance sustainability, resource-efficient, environmentally-
friendly built environments, and the circularity in the modular steel construction sector. 
 
Keywords: Circular economy, Construction supply chain management, Circular supply chain, Sustainable 
construction, Modular steel project 
 
1. INTRODUCTION  

The circular economy (CE) is a new economic model that aims to improve the efficiency of resource 
consumption by reducing waste and increasing the long-term value retention of materials, which reduces the 
demand for primary resources (Morseletto, 2020). The CE concept focuses on the creation of circular loops of 
materials, products, energy, and waste flows (Masi et al., 2018). By reducing the depletion of resources and 
protecting the environment, it significantly contributes to sustainable economic development. Since materials are 
recycled and reused, the CE also allows the sustainability of resources once a product reaches its end-of-life (EoL) 
(Di et al., 2017). The rapid rise of CO2 emissions poses a crucial threat to the environment and a challenge for 
modern society, which cause people more concern about global climate change (Lou et al., 2017). The use of 
resources and the economic growth are correlated because both lead to releasing CO2 (Wang et al., 2011).  The 
connections between energy use, pollution, and economic growth have received a great deal of attention from 
researchers and politicians in the last decade. This is because obtaining the sustainable economic growth has 
emerged as the world's leading goal (Antonakakis et al., 2011). The CE is an approach to operating business that 
supports the economic growth while promoting environmental protection and social advantages (Pisitsankkhakarn 
& Vassanadumrongdee, 2020). A rapidly growing economy of developing countries is the steel industry. Yet, this 
industry consumes an extensive number of resources and energy. It also generates a great deal of pollutions and 
emissions (Masi, 2018).  Greenhouse gases (GHGs) in the atmosphere are primarily produced by CO2 emissions, 
which contribute to climate change and global warming. Unfortunately, a majority of steel manufacturers in 
emerging countries ignore the value of the environment. According to the CE concept and practices, companies 
have opportunities and business models to address this issue (Pomponi & Moncaster 2016). By enabling the use 
of secondary raw materials to build new value networks, the CE expands business opportunities for the steel 
construction sector (Mura et al., 2020). Organizations can become more competitive by implementing a circular 
economy since it can enhance both economic and environmental performances. However, there are still many 
fundamental questions that need to be addressed such as what drives the CE, what challenges it faces, and what 
opportunities it offers. This paper examines how the circular economy can be implemented by focusing on the 
steel construction industry in Thailand as a case study. The research gap in implementing circular economy in 
modular steel projects is determined from the existing knowledge in this specific area. It indicates the need for 
further research to address the gaps and advance the concept of circular economy principles in the context of 



336

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

modular steel construction. 
 

1.1 Circular Economy for Steel Construction 
 In the context of circular economy initiation, design, and construction for steel, several key principles and 
practices can be implemented to promote sustainability and circularity. Figure 1 displays the framework for 
measuring CE performance adapting from Wibowo et al. (2018). 
 

 
 

Figure 1. Framework for measuring CE performance (adapted from Wibowo et al., 2018) 
 
Steel materials can be produced from high recycled contents through environmentally friendly 

manufacturing processes. Suppliers can perform sustainable sourcing practices such as using recycled scrap steel 
or renewable energy for steel production. Utilizing the modular and prefabricated construction techniques allows 
efficient assembly and disassembly of steel components. This approach facilitates easy replacement or 
reconfiguration of building elements, reducing waste, and enabling future adaptability. In this paper, we propose 
a comprehensive methodology to identify various barriers that hinder the sustainable development of the 
construction sector. We begin with summarizing the current state of the CE knowledge for modular steel buildings. 
Then, we investigate actors, actions, and factors that influence the circular economy concept in construction and 
foster collaboration and communication among stakeholders involved in modular steel construction. Engaging 
architects, engineers, contractors, and steel manufacturers contributes to a holistic approach to circular economy 
principles. We should encourage knowledge sharing of CE, innovation, and the adoption of best practices 
throughout modular steel projects. 
 
2. METHODOLOGY 

Implementing circular economy principles in construction requires a systematic approach that integrates 
sustainable practices throughout the project life cycle. First, we need to compile and analyze the existing 
knowledge and practice about the circular economy (CE) adoption in the Thai construction sector. Since the 
existing knowledge and practice about the CE in practice was quite limited, a qualitative research approach was 
adopted. Saunders et al. (2009) defined those interviews be a purposeful discussion among two or more parties, 
which can facilitate deriving valuable and in-depth insights regarding a particular area of study. Capturing the 
opinions of the subject matter experts provides an opportunity to gather in-depth insights through their experience 
and knowledge (Dawson, 2007). Thus, pursuant to the qualitative research approach and the nature of this research 
problem, semi-structured interviews were adopted for the main data collection technique for this research. Semi-
structured interviews can be used to gather specific information for comparisons and simultaneously collect 
additional information expressed by interviewees during the data collection process. This may involve various 
methods such as surveys, interviews, site visits, and document analysis. The data collected should be sufficient to 
address the research questions and provide insights into circular economy practices in construction. Before 
interviewing them, we need to create the workflow activities of steel project, which is integrated with the main 
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construction sector. We begin with summarizing the current state of the CE knowledge for modular steel buildings. 
Then, we investigate actors, actions, and factors that influence the circular economy concept in construction and 
foster collaboration and communication among stakeholders involved in modular steel construction. Engaging 
architects, engineers, contractors, and steel manufacturers contributes to a holistic approach to circular economy 
principles. We should encourage knowledge sharing of CE, innovation, and the adoption of best practices 
throughout modular steel projects. 
 
2. METHODOLOGY 

Implementing circular economy principles in construction requires a systematic approach that integrates 
sustainable practices throughout the project life cycle. First, we need to compile and analyze the existing 
knowledge and practice about the circular economy (CE) adoption in the Thai construction sector. Since the 
existing knowledge and practice about the CE in practice was quite limited, a qualitative research approach was 
adopted. Saunders et al. (2009) defined those interviews be a purposeful discussion among two or more parties, 
which can facilitate deriving valuable and in-depth insights regarding a particular area of study. Capturing the 
opinions of the subject matter experts provides an opportunity to gather in-depth insights through their experience 
and knowledge (Dawson, 2007). Thus, pursuant to the qualitative research approach and the nature of this research 
problem, semi-structured interviews were adopted for the main data collection technique for this research. Semi-
structured interviews can be used to gather specific information for comparisons and simultaneously collect 
additional information expressed by interviewees during the data collection process. This may involve various 
methods such as surveys, interviews, site visits, and document analysis. The data collected should be sufficient to 
address the research questions and provide insights into circular economy practices in construction. Before 
interviewing them, we need to create the workflow activities of steel project, which is integrated with the main 

actors of each activity of modular steel projects first. This will assist in developing a clear roadmap for 
implementing circular economy principles throughout the project life cycle, setting specific targets, and identifying 
key actions for every activity. Herein, we interviewed seven parties, namely, architects, contractors, engineers, 
manufacturers, fabricators, suppliers, and dismantler, who are aware of the CE concepts and have diverse 
backgrounds, experiences, or perspectives related to the CE. They are construction professionals with a minimum 
of 5 years of experience in roles such as construction project managers, architects, engineers, contractors, or 
subcontractors.  

 
3. RESULTS 

Table 1 displays the profile of the participants in this research.  This paper is based on the implementation 
of 6R principles of the circular economy: reduce, reuse, recycle, redesign, reclassification, and renewability. The 
6R principles provide a set of guidelines that promote sustainability and resource efficiency. Table 2 summarizes 
the CE practices in the pre-construction, construction, and post-construction stage of modular steel projects.  It 
also displays the responsibilities of each actor in each stage of the project.  The details of these findings associated 
with the 6R principles are as follows.     
 
3.1. Awareness on the CE Concept in The Thai Construction Industry 

The interviewees opined that knowledge and awareness on the concepts of CE was at a very primitive 
stage in the Thai construction industry. Furthermore, although the CE concept is not popular, certain CE principles 
is currently being implemented in construction projects.   
 

Table 1. Profile of the research participants 
Interview 

code Designation Experience in the 
construction sector (years) 

A Architects 12 
C Contractor 10 
E Engineer 14 
M Manufacturer 20 
F Fabricator 15 
S Supplier 6 
D Dismantler 5 

 
3.2. Reduction Principle (R1) 

The reduction principle (R1) can be implemented during the pre-construction phase by adopting 
construction standard practices. For example, the architects who participated in this research emphasized the 
importance of designing building elements which conform with the globally used standard sizes. Meanwhile, the 
other research participants highlighted the importance of reviewing the designs to reduce resource consumption 
and minimize wasteful resource allocation.  
 
3.3. Reuse Principle (R2) 

The reuse principle (R2) is identified by a majority of respondents. It encompasses the reuse of material 
recovered from disposal waste. Among all the actors, the supplier is most experienced in identifying which 
construction materials can be reused. Per the interviews, the contractors, engineers, and architects agreed that 
proper scheduling and record-keeping to determine the number of times (years) of usage of material (e.g., 
formwork) and equipment (e.g., site furniture and computers) can promote reuse in the construction sector. 
Furthermore, the contractor should double-check quantities before ordering materials to ensure that they are 
entirely used or reused (if possible). The contractor should also render the detailed specifications of materials in 
implementing the reuse principle. Ultimately, all the interviewees agreed that the public agencies must initiate, 
promote, and support construction waste recycling.  
 
3.4. Recycle Principle (R3) 

All the research participants were familiar recycling. However, they opined that the full benefits of 
recycling were not reaped for the Thai construction industry. A majority of the experts suggested that it be 
necessary to develop a schedule of recyclable resources. Since construction materials usually have long life cycles, 
specifying recycling methods at the design stage might not be feasible due to changes of construction and recycling 
technologies over time. However, this is viable for temporary structures and structures designed for a short-term 
use. Contractors have a significant role in steel construction material reuse. Some participants, including the 
contractor, fabricator, and engineer pointed out that many simple acts of recycling waste could be implemented 
during the pre-construction stage. For example, tendering and procurement activities, which rely heavily on paper-
based approaches, should be digitally transformed. 
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3.5. Redesign Principle (R4) 
According to a designer who participated in this research, during the design process, architects tend to 

focus more on aesthetics over effective resource utilization.  If a CE model is to be adopted, architects should be 
encouraged to focus on effective use of resources without solely focusing on aesthetic aspects. The use of modular 
building designs, which facilitates prefabrication and factory-based production was also advocated by architects 
because it improves resource optimization and minimizes the generation of construction waste. Engineers 
emphasized the necessity to consider the potential for disassembly at the end-of-life during project design, 
particularly for the structures erected for a shorter use phase. In addition, the industry must promote using 
standardized connections that facilitate dismantling and reuse, minimizing the use of composite materials, and 
developing accurate as-built drawings. A majority of the research participants believed that although the CE 
concept is not well established in Thailand, it is worthwhile to note that certain aspects of the CE have already 
been implemented in practice. 
 

Table 2. Circular economy practices and the responsibilities of each actor in the three project stages 
Pre-construction Construction Post-construction 

Practices 
The circular economy approach 
focuses on designing buildings or 
infrastructures with the goal of 
minimizing the amount of steel 
required. This can be achieved by 
using alternative materials or 
designing structures, which are 
more efficient, durable, and 
lightweight. By reducing the 
amount of steel needed, we can 
minimize the environmental 
impact of steel production and 
save resources. 

Practices 
During construction, the circular 
economy approach involves using 
sustainable practices to reduce 
waste and maximize the use of 
resources. For example, 
construction waste can be 
minimized by recycling and 
repurposing materials such as steel 
scrap. Steel structures can also be 
designed to be disassembled and 
reused in future construction 
projects, which can further 
minimize waste and conserve 
resources. 

Practices 
After construction, the circular 
economy approach involves 
designing steel products for long-
term use and recycling at the end 
of their useful life. Steel products 
should be designed for easy 
disassembly and recycling, which 
make it possible to recover and 
reuse valuable resources such as 
steel, iron, and other metals. 
Recycling steel also reduces the 
need for virgin materials and 
minimizes the environmental 
impact of steel production. 

Responsibilities 
Clients: Initiate the project and 
determine the requirements of the 
steel product 
Designer: Create the designs and 
engineering specifications for steel 
products 
Manufacturer: Produce the steel 
products according to the 
specifications provided by the 
designer 
Supplier: Supply the steel 
products to the construction site 
Contractor: Work with 
customers, designers, and 
manufacturers to plan and design 
the installation or construction of 
the steel product. 
Subcontractor: Provide accurate 
cost estimates, collaborating with 
the project team, offering technical 
expertise, ensuring regulatory 
compliance, and negotiating 
subcontract agreements 
Consultants: Collaborate with the 
project owner to define project 
objectives, scope, budget, and 
schedule 

Responsibilities 
Clients: Maintain effective 
communication and collaboration 
with project stakeholders, 
including the project team, 
regulatory authorities, and local 
communities  
Contractors: Install and construct  
the steel products 
Supplier: Supply materials and 
equipment required for the 
installation or construction of the 
steel products 
Subcontractor: Hired by the 
contractor to perform specialized 
tasks such as welding 
Consultants: Evaluate and 
respond to requests for design 
changes, assessing impacts on 
cost, schedule, and quality 

Responsibilities 
Clients: End users of the steel 
products and are responsible for 
their maintenance and repair 
Contractor: Provide maintenance 
and repair services for the steel 
products 
Supplier: Provide replacements 
parts or materials as needed 
Subcontractor: Effectively 
communicate, collaborate, and 
promptly resolve  any outstanding 
issues, which is key to ensuring 
client satisfaction and maintaining 
positive working relationships  
Consultants: Assess the 
performance and functionality of 
the completed project based on 
user feedback, operational data, 
and sustainability goals. 
Recycler: Involved in the end-of-
life stage of the steel products, 
recycling it to reduce waste and 
conserve resources 
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products 
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3.6. Reclassification Principle (R5) 
This concept was new to our interview participants because its implementation is quite limited in the Thai 

construction industry. Only a few participants could opine about this issue. Based on the definition of re-
classification, they stated that the pre-construction stage is the ideal stage for the implementation of this principle 
because most material-related decisions are made in this stage. The lack of understanding on this principle was 
considered by the interviewees as a crucial barrier towards its implementation and highlighted the necessity of 
improving awareness among all actors of the construction sector in Thailand. 
 
3.7. Renewability Principle (R6) 

Renewability or renewable energy strategies are currently implemented by all interview participants with 
the aim of reducing the environmental impact created by non-renewable energy sources. The CE concept places 
renewable energy as their main energy source in order to improve the flexibility of the economic system. It 
highlights the dominant role of clients in implementing this principle. This is because the high initial cost of 
renewable energy repels clients for adopting the CE. It is the responsibility of construction actors to make clients 
aware of the potential life-cycle cost savings that can be achieved through renewable energy despite the high initial 
capital. Moreover, convincing stakeholders to use renewables was identified as means of implementing this 
principle. 
 
4. DISCUSSION 

In this paper, we compiled the consensus of a group of experts' opinion on the adoption of the CE concept 
(6R principles) during the pre-construction stage of modular steel projects in Thailand. It was found that the 6R-
related decisions should be enforced since the design process.  This is endorsed by the findings of Bragança et al. 
(2014) and Tennakoon et al. (2019a) on the importance of making crucial decisions during the preconstruction 
stage. For the reuse principle (R2), it was suggested that we must increase the reuse of construction waste materials. 
This result conforms with the findings by Barker (2008), which discouraged sending waste materials for landfilling. 
For the recycle principle (R3), the strategies that can be implemented during the pre-construction stage include 
obtaining materials from green-certified suppliers and creating a schedule of recyclable resources. These results 
are consistent with the findings by Adi and Wibowo (2020) on the application of the CE concept to construction 
practices. To ensure the circularity of resources, construction materials should ideally be procured from green 
certified suppliers. The redesign approaches (R4) have been adopted by the construction industry through 
initiatives such as design for deconstruction (Chileshe et al., 2016b), which focuses on disassembly during building 
design. According to the design concept, it is also acceptable to adopt modular designs, which have been mentioned 
in the reuse principle (R2) (Patwa et al., 2020).  Regarding the renewability principle (R6), it was recommended 
that the construction industry adopts new technologies for power generation. These recommendations are in 
accordance with the findings by Hargroves et al. (2014), which discovered how to design buildings such that 
renewable energy sources may be implemented more easily. Adoption of CE principles extent to which the 
interviewed stakeholders in the steel construction industry have embraced the 6R principles of circular economy. 
The results also include the benefits and challenges associated with implementing circular economy principles in 
modular steel construction and the positive environmental impacts such as reduced resource consumption, 
minimized waste generation, and lower carbon footprint. We also observe potential challenges faced by 
stakeholders, such as technological limitations, cost considerations, and regulatory constraints. This could include 
advancements in material recycling, energy recovery, or design methodologies that promote reuse and 
remanufacturing. The importance of collaboration among stakeholders in the steel construction industry for 
effective implementation of circular economy principles where interviewees mentioned collaborations with 
suppliers, contractors, or other industry partners to optimize resource utilization and promote circular practices. 
Finally, the research participants emphasized the significance of knowledge sharing and the role of industry 
networks and associations in disseminating best practices. Table 3 summaries the activities of each circular supply 
chain actor according to the 6R principles in the pre-construction stage. 
 
5. CONCLUSIONS 

The circular economic model (resources-production-waste-renewable resources) is replacing the 
conventional linear economic model (take-make-dispose), which ensures that maximum use is realized from 
available resources. Due to the greater flexibility offered for adopting change and the lower cost of change, the 
pre-construction stage was chosen in this paper as the ideal stage for implementing the principles of CE. This paper 
focuses on how the 6R principles of CE (i.e., reduce, reuse, recycle, redesign, reclassification, and renewability) 
can be implemented during the pre-construction stage of a construction project. We identified various activities 
related to each of the 6R principles that should be taken during the pre-construction phase.  Understanding the 
current and potential applications of the 6R principles is an initial step towards realizing the practical 
implementation of CE. Implementing CE principles in the pre-construction stage of modular steel construction 
presents a valuable opportunity to create more sustainable and resource-efficient circularity buildings. By 
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considering design optimization, sustainable material sourcing, waste reduction, and resource optimization, 
stakeholders can contribute to a more circular and resilient construction industry, reducing environmental impacts 
while unlocking economic and social benefits. Per our findings, the current expertise regarding the concept of CE 
is quite limited in the Thai construction industry. This is a major barrier for the successful implementation of CE. 
Thus, it is necessary to disseminate knowledge about CE to every actor in the construction industry.  Meanwhile, 
important issues concerning the implementation of CE need to be addressed via research works.  
 

Table 3. Activities of each actor for the 6R principles in the pre-construction stage   
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Reduce 

Adopt standard dimensions in designs ⁄       
Review completed designs to identify opportunities for 
waste minimization  ⁄ ⁄ ⁄ ⁄ ⁄ ⁄ 

Obtain experts' input for the design process ⁄  ⁄     

Reuse 

Reuse construction waste materials ⁄   ⁄ ⁄ ⁄ ⁄ 

Double-check material quantities before ordering  ⁄ ⁄     

Maintain detailed specifications of materials  ⁄ ⁄     

Properly schedule to keep track of material usage ⁄ ⁄ ⁄     

Adopt new technologies for services  ⁄      

Recycle 

Develop a schedule of recyclable resources  ⁄ ⁄ ⁄ ⁄ ⁄ ⁄ 

Procure materials from green certified suppliers  ⁄      
Create channels for selling or transferring waste 
materials, which cannot be treated at site level to third 
parties 

  ⁄     

Redesign 

Follow design optimization techniques ⁄ ⁄ ⁄ ⁄ ⁄ ⁄ ⁄ 

Balance aesthetics with effective material utilization ⁄       

Adapt modular construction techniques ⁄       

Focus on disassembly during building design   ⁄     
Follow environmental standards and sustainable 
construction guidelines ⁄  ⁄     

Review completed project designs to ensure circularity 
principles envisaged are achieved  ⁄ ⁄ ⁄ ⁄ ⁄ ⁄ 

Re-
classifica-

tion 

Introduce new product specifications focusing re-
classification ⁄ ⁄ ⁄     

Renewable 

Convince clients on the potential for life cycle cost 
savings through the use of renewables ⁄ ⁄ ⁄ ⁄ ⁄ ⁄ ⁄ 

Adopt new technologies for power generation (e.g., 
recovery of waste energy)  ⁄ ⁄ ⁄ ⁄ ⁄ ⁄ 
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Abstract: The primary objectives of road management systems are to estimate short- and long-term budget 
demands and establish a priority list of projects under fiscal constraints. Understanding road network deterioration 
is critical for predicting future conditions and developing appropriate maintenance and rehabilitation strategies. 
Various factors affect the deterioration speeds of road surfaces including traffic volume and environmental 
conditions, which are also the main uncertainties in developing the deterioration model, particularly for the Lao 
road management system. This paper aims to develop a road deterioration forecasting model using a Markov 
deterioration hazard model for prediction of the deterioration process for the national road network in Lao PDR 
using the international roughness index. The Markov deterioration hazard model estimates the hazard rates which 
are used to determine the Markov transition probabilities between the pavement’s condition states defined on a 
discrete scale during inspection time. Then, the estimated transition probabilities can be used to forecast and predict 
life expectancy. The Markov deterioration hazard model is also capable of handling roughness condition data 
containing irregular inspection intervals. The empirical study used historical roughness index records to develop 
the model, incorporating traffic volume and pavement type data from the Lao national road maintenance system. 
The data set from the Lao road management system was composed of 22 road sections totaling 2,769 km in length. 
The results reveal the service life expectancy of two core networks, core network 1 and core network 2, to be 9.28 
and 7.51 years, respectively. The analyses on deterioration process and life expectancy help the Lao road 
management system improve its road maintenance strategy, determine the maintenance period, and prioritize road 
network sections for maintenance. Furthermore, this study's results could support decision-making in terms of 
performance-based road contracts for maintenance. 
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1. INTRODUCTION 

The Highway Development Management Application (HDM-4) (Kerali, 2001) is used by the Lao PDR's 
road maintenance management system to set priorities and allocate maintenance funds. The Laos national road 
network used the concept of core network level to classify the road hierarchy by different pavement structures, 
traffic, and environmental conditions. Three levels of the core network were introduced in order to classify the 
hierarchy of the national roads. The level of the core network is the key to determining inspection and maintenance 
frequencies. The total length of the road network in 2021 is 58,875 km and was categorized into six types: 1) 
National Roads, 2) Provincial Roads, 3) District Roads, 4) Urban Roads, 5) Rural Roads, and 6) Special Roads 
(MPWT, 2022). The lengths of the road network by category are shown in Figure 1. 
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HDM-4, which is a mechanistic model, is a tool to predict road network maintenance needs (Li et al., 
1997) . Besides, the Pavement Management System (PMS) is the Road Management System’s module for optimal 
road maintenance in Lao PDR. However, the main objections to implementing road management system are 
budget constraints and limited technical resources. Furthermore, PMS is used to calculate road network 
deterioration and estimate maintenance needs by relating roughness to many explanatory variables such as 
pavement aging, surface distress, and the environment where the road is located for precise estimation, evaluate 
road damages based on current condition inspection data, and then allocate funding (Robinson et al., 1998). 
However, the number of data records is small and inspection intervals are uneven because data collection is time-
consuming, resource-intensive, and costly, which are the major challenges for the Department of Roads (DoR) and 
the Ministry of Public Works and Transport (MPWT) in implementing the PMS.  

The international roughness index (IRI) was introduced by researchers from the United States, Brazil, 
Belgium, France, and England (Sayers et al., 1986). IRI has been used globally as one significant indicator for 
evaluating the pavement quality of the road network. This research intends to construct a road deterioration 
forecasting model to estimate the life expectancy based on the IRI by using Markov transition probability (Madanat 
et al., 1995). The empirical analysis was conducted using historical inspection data from the Lao road database 
and covered two core networks (core networks 1, which are the ASEAN Highways, and core network 2, which 
represents the National Roads) composed of 22 road sections totaling 2,769 km in length. The findings of this 
study will enable the road authorities (DoR, MPWT) to understand the service life expectancy of each different 
level of the core network and determine the best maintenance management plan, particularly for the approval of 
performance-based contracts for road maintenance projects. 

 
2. METHOD 

The Markov models have been adapted to meet the needs of various study fields and are now extensively 
used as a probabilistic estimation model for infrastructure performance. To estimate the Markov deterioration 
hazard model (Han et al., 2014; Tsuda et al., 2006) , the explanatory variables that are anticipated to be related to 
the rate of deterioration together with the pair of two conditions from a single point and their interval time of 
inspection have been acquired and collected. Therefore, past inspection data of the road network have been 
gathered and analyzed, and the road database has been acquired from the DoR and MPWT of Lao PDR in order 
to develop a road deterioration prediction model utilizing the Markov deterioration hazard model. According to a 
time series, the condition state of each road section is designated in a rank order. In order to compare the lifespan 
of each type of pavement, the 2,769 km of road sections' conditions have been collected and categorized. 

 
2.1. Markov Deterioration Hazard Model Estimation  

The following presumptions are required in order to apply the Markov deterioration hazard model 
(Kobayashi et al., 2010):  

1. No maintenance or restoration projects were required throughout the inspection period. 
2. The deterioration of the road surface begins as soon as it is made available to the public at time 𝜏𝜏𝜏𝜏0.    
The deterioration of road sections is accumulated in time series. It is expressed in terms of calendar time 

by 𝜏𝜏𝜏𝜏1, 𝜏𝜏𝜏𝜏2, 𝜏𝜏𝜏𝜏3, … . 𝜏𝜏𝜏𝜏𝑖𝑖𝑖𝑖 and the condition state is increased in unitary unit, the condition state at each point in the time 
axis is restricted by the time at the inspection was carried out as shown in Figure 2, 𝜏𝜏𝜏𝜏 represent a calendar time 
and condition state is expressed by a rank represents a state variable 𝑖𝑖𝑖𝑖(𝑖𝑖𝑖𝑖 = 1, 2, … . , 𝑗𝑗𝑗𝑗) where 𝑖𝑖𝑖𝑖 = 1 represents 
for a section that has not deteriorate at all (in good condition), and the state variable value 𝑗𝑗𝑗𝑗 is assumed to increase 
as deterioration progresses. Where 𝑖𝑖𝑖𝑖 = 𝑗𝑗𝑗𝑗 indicates that a section has reached its service life (absorbing state of 

 
Figure 2. Deterioration process and inspection times.  
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the Markov chain which requires maintenance activities) 
The information on the periodic deterioration process of the road section is derived at the time of 

inspections. However, data on condition state based on continuous inspection is difficult to obtain due to the high 
cost, time, and resources required. Therefore, the Markov chain concept, it is assumed that the pavement conditions 
are discrete condition states. This model considers two periodical inspections at time 𝜏𝜏𝜏𝜏𝐴𝐴𝐴𝐴 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝜏𝜏𝜏𝜏𝐵𝐵𝐵𝐵 on the time axis 
which its interval is denoted by 𝑍𝑍𝑍𝑍(𝑍𝑍𝑍𝑍 = 𝜏𝜏𝜏𝜏𝐵𝐵𝐵𝐵 − 𝜏𝜏𝜏𝜏𝐴𝐴𝐴𝐴)  and the duration from 𝑖𝑖𝑖𝑖 = 1 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖𝑖𝑖 = 𝑗𝑗𝑗𝑗  is called the life 
expectancy of the road sections. Based on these definitions, we can determine the Markov transition probability 
matrix (MTP) (Norris, 1998) or ∏ which composed of probability 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  with the preconditions that 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≥ 0 and 
∑ 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 1𝐽𝐽𝐽𝐽
𝑖𝑖𝑖𝑖=1  are required to satisfy the axioms of probability, since the model does not consider repairs, 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =

0(𝑖𝑖𝑖𝑖 > 𝑗𝑗𝑗𝑗) and 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 1 become additional preconditions.    
                         Prob[ℎ(𝜏𝜏𝜏𝜏𝐵𝐵𝐵𝐵) = 𝑗𝑗𝑗𝑗|ℎ(𝜏𝜏𝜏𝜏𝐴𝐴𝐴𝐴) = 𝑖𝑖𝑖𝑖] = 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖                                (1) 
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In Figure 2, it is supposed that at time 𝜏𝜏𝜏𝜏𝐴𝐴𝐴𝐴, the condition state observed by inspection is 𝑖𝑖𝑖𝑖 (𝑖𝑖𝑖𝑖=1, 2, ..J-1). 

The deterioration process in future times is uncertain. Among the infinite set of possible scenarios describing the 
deterioration path, only one path is finally realized. For simplicity there are four possible sample paths described 
in Figure 3, as follows (Tsuda et al., 2006) :   

• Path 1 indicates no transition in the condition state i during the periodic inspection interval.  
• Path 2 indicates the transition of the pavement from condition state 𝑖𝑖𝑖𝑖 to 𝑖𝑖𝑖𝑖 + 1 at time τi2. 
• Path 3 indicates the transition of the pavement from condition state 𝑖𝑖𝑖𝑖 to 𝑖𝑖𝑖𝑖 + 1 at time τi3. 
• Path 4 indicates the transition of the pavement from condition state 𝑖𝑖𝑖𝑖 to 𝑖𝑖𝑖𝑖 + 1 and 𝑖𝑖𝑖𝑖 + 2 at time τi4 

and τi+1
4 respectively. The condition state observed at τB is 𝑖𝑖𝑖𝑖 + 2 

Referring to Figure 2, the deterioration paths of the road pavement condition by the Markov chain concept 
are expressed, when deterioration status changes from 𝑖𝑖𝑖𝑖 to 𝑖𝑖𝑖𝑖 + 1 at 𝜏𝜏𝜏𝜏𝑖𝑖𝑖𝑖, the duration remains at status 𝑖𝑖𝑖𝑖 can be 
expressed by 𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖(𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖 = 𝜏𝜏𝜏𝜏𝑖𝑖𝑖𝑖 − 𝜏𝜏𝜏𝜏𝑖𝑖𝑖𝑖−1). The life expectancy of a condition state 𝑖𝑖𝑖𝑖 is assumed to be a stochastic variable 
with a probability density function 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖(𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖)  and distribution function 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖(𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖) . The distribution function 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖(𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖) 
represents the cumulative probability of the transition in the condition state for 𝑖𝑖𝑖𝑖 to 𝑖𝑖𝑖𝑖 + 1 when 𝑖𝑖𝑖𝑖 is set at the 
initial point 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖= 0 (time τi-1). The cumulative probability 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖) of a transition in the condition state 𝑖𝑖𝑖𝑖 during the 
time points interval 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖= 0 to 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖   ∈ [0, ∞] is defined as:  
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deteriorating process that satisfies the Markov property can be represented by the exponential hazard function. 
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Figure 3. Condition states and possible paths (Kobayashi et al., 2010) (Tsuda et al., 2006)  
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the Markov chain which requires maintenance activities) 
The information on the periodic deterioration process of the road section is derived at the time of 

inspections. However, data on condition state based on continuous inspection is difficult to obtain due to the high 
cost, time, and resources required. Therefore, the Markov chain concept, it is assumed that the pavement conditions 
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expectancy of the road sections. Based on these definitions, we can determine the Markov transition probability 
matrix (MTP) (Norris, 1998) or ∏ which composed of probability 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  with the preconditions that 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≥ 0 and 
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𝑖𝑖𝑖𝑖=1  are required to satisfy the axioms of probability, since the model does not consider repairs, 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =
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• Path 1 indicates no transition in the condition state i during the periodic inspection interval.  
• Path 2 indicates the transition of the pavement from condition state 𝑖𝑖𝑖𝑖 to 𝑖𝑖𝑖𝑖 + 1 at time τi2. 
• Path 3 indicates the transition of the pavement from condition state 𝑖𝑖𝑖𝑖 to 𝑖𝑖𝑖𝑖 + 1 at time τi3. 
• Path 4 indicates the transition of the pavement from condition state 𝑖𝑖𝑖𝑖 to 𝑖𝑖𝑖𝑖 + 1 and 𝑖𝑖𝑖𝑖 + 2 at time τi4 

and τi+1
4 respectively. The condition state observed at τB is 𝑖𝑖𝑖𝑖 + 2 

Referring to Figure 2, the deterioration paths of the road pavement condition by the Markov chain concept 
are expressed, when deterioration status changes from 𝑖𝑖𝑖𝑖 to 𝑖𝑖𝑖𝑖 + 1 at 𝜏𝜏𝜏𝜏𝑖𝑖𝑖𝑖, the duration remains at status 𝑖𝑖𝑖𝑖 can be 
expressed by 𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖(𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖 = 𝜏𝜏𝜏𝜏𝑖𝑖𝑖𝑖 − 𝜏𝜏𝜏𝜏𝑖𝑖𝑖𝑖−1). The life expectancy of a condition state 𝑖𝑖𝑖𝑖 is assumed to be a stochastic variable 
with a probability density function 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖(𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖)  and distribution function 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖(𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖) . The distribution function 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖(𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖) 
represents the cumulative probability of the transition in the condition state for 𝑖𝑖𝑖𝑖 to 𝑖𝑖𝑖𝑖 + 1 when 𝑖𝑖𝑖𝑖 is set at the 
initial point 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖= 0 (time τi-1). The cumulative probability 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖) of a transition in the condition state 𝑖𝑖𝑖𝑖 during the 
time points interval 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖= 0 to 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖   ∈ [0, ∞] is defined as:  

𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖) = ∫ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖
𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖
0  (𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖)𝑎𝑎𝑎𝑎𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖                                   (3) 

 
Accordingly, the survival function 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖 ) becomes 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖) = 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝{(𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖 ≥ 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖} = 1 − 𝐹𝐹𝐹𝐹𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖) . The 

deteriorating process that satisfies the Markov property can be represented by the exponential hazard function. 
The probability density 𝜆𝜆𝜆𝜆𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖), which is referred to as the hazard function, is defined in the domain [0, ∞] as: 

𝜆𝜆𝜆𝜆𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖) =
fi(yi)
Ri(yi)

= 

dRi(yi)
dyi

Ri(yi)
 = 

e
dyi

(-logRi(yi))                                                    (4) 

By hazard function 𝜆𝜆𝜆𝜆𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖) = 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖, the probability 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖) that the life expectancy of the condition state 𝑖𝑖𝑖𝑖 

 
Figure 3. Condition states and possible paths (Kobayashi et al., 2010) (Tsuda et al., 2006)  

Condition
state

i+1

i

i+2

inspection interval

TA TBTi T

Path 1

4 Ti+1
4 Ti

3 Ti
2

Path 2

Path 3

Path 4

Possible deterioration paths between two
inspection points       andTA TB

remains longer than 𝑦𝑦𝑦𝑦i and its probability density function 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖(𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖) are expressed by the following:  
𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖) = 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝�−∫ 𝜆𝜆𝜆𝜆𝑖𝑖𝑖𝑖(𝑢𝑢𝑢𝑢)𝑎𝑎𝑎𝑎𝑢𝑢𝑢𝑢𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

0 � = 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝 (−𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖)           (5) 
 

𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖(𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖) = 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝 (−𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝜁𝜁𝜁𝜁𝑖𝑖𝑖𝑖)     (6) 
 
2.2. Determination of Markov Transition Probability  

Again, in Figure 3 the various deterioration paths are classified into 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖𝑖𝑖,𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖𝑖𝑖, 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 . The 
Markov transition probabilities for these possible paths are based on the exponential hazard model can be explained 
for the three cases considering the condition state observed at periodic inspection time point as shown in Figure 4. 

 Case 1: The condition state 𝑖𝑖𝑖𝑖 keeping the current condition until the next inspection time 
The condition state 𝑖𝑖𝑖𝑖 obtain by inspection at time point yA, the probability that the same state condition 

will be observe at the time point 𝑦𝑦𝑦𝑦𝐵𝐵𝐵𝐵 = (𝑦𝑦𝑦𝑦𝐴𝐴𝐴𝐴 + 𝑍𝑍𝑍𝑍) is expressed by the following: 
𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑃𝑃𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝[ℎ�yB = 𝑖𝑖𝑖𝑖�ℎ�yA� = 1� = exp(−𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑍𝑍𝑍𝑍)                                           (7𝑎𝑎𝑎𝑎) 

 
Eq (7a), πii is dependent only on the hazard rate (θi) and inspection interval (Z). Moreover, without 

using deterministic information at the time point yA 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 yB , it is still possible to estimate the transition 
probabilities.  
 

 Case 2: The condition state changes from 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝 𝑖𝑖𝑖𝑖 + 1 during the inspection interval Z. 
For the condition state 𝑖𝑖𝑖𝑖 observed at inspection time point yA changes to condition state 𝑖𝑖𝑖𝑖 + 1 at time 

point yB, the transition is assumed by exponential hazard function as: 1) the condition state 𝑖𝑖𝑖𝑖 remain constant 
between a time point yA to a time point si=yA+zi, (zi ∈ [0, Z]), 2) the condition state changes to 𝑖𝑖𝑖𝑖 + 1 at time 
point yA + zi, and 3) the condition remain constant from yA + zi 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 yB. However, the exact time in which 
transition from 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝 𝑖𝑖𝑖𝑖 + 1 cannot be trace by periodical inspection, and it can be temporally assumed that the 
transition occurs at the time point (yA + z�i) ∈ [yA, yB). The Markovian transition probability that the condition 
state change from 𝑖𝑖𝑖𝑖  to 𝑖𝑖𝑖𝑖 + 1 during the time points yA and yB is expressed by:   

𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖 =  𝑃𝑃𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝[ℎ(𝑦𝑦𝑦𝑦𝐵𝐵𝐵𝐵)  =  𝑖𝑖𝑖𝑖 + 1 | ℎ(𝑦𝑦𝑦𝑦𝐴𝐴𝐴𝐴)  =  𝑖𝑖𝑖𝑖]                                                            
𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖

𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖−𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖+1
{−𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝(−𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑍𝑍𝑍𝑍) + 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝(−𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖𝑍𝑍𝑍𝑍)}                                               (7b) 

   
Where, πi,i𝑖𝑖 < 1. 

 
 Case 3: The condition state changes from 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝 𝑗𝑗𝑗𝑗(𝑗𝑗𝑗𝑗 ≥ 𝑖𝑖𝑖𝑖 + 2) during the inspection interval time Z.  
The transition from the condition state from 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝 𝑗𝑗𝑗𝑗 during the inspection time interval Z, the transition is 

assumed to occur as 1) the condition state 𝑖𝑖𝑖𝑖  remains constant between a time point yA, s̅i= yA+z�i ∈ [yA, yB] , 
2) the condition state changes to 𝑖𝑖𝑖𝑖 + 1 at the time point sı�= yA+zı� , 3) the condition state 𝑖𝑖𝑖𝑖 + 1  remains 
constant during the time interval s̅i= yA + z�i, s̅i𝑖𝑖=s̅i + z�i𝑖𝑖 (≤ yB), and at this time point changes to 𝑖𝑖𝑖𝑖 + 2. 
After repeating the same process 4) the condition state changes to 𝑗𝑗𝑗𝑗 at some time point s̅j−𝑖(≤ yB) remains 
constant until the time point yB. 

Therefore, the Markov transition probability changes from 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝 𝑗𝑗𝑗𝑗(𝑗𝑗𝑗𝑗 ≥ 𝑖𝑖𝑖𝑖 + 2) during the inspection time 
yA and yB is expressed by: 

𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑃𝑃𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝[ℎ(yB = 𝑗𝑗𝑗𝑗|ℎ(yA) = 𝑖𝑖𝑖𝑖]                                                                      

 
Figure 4. Periodic inspection practice of the condition state. 
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𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = ∑ ∏ 𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚
𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚−𝜃𝜃𝜃𝜃𝑘𝑘𝑘𝑘

𝑘𝑘𝑘𝑘−1
𝑚𝑚𝑚𝑚=𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖
𝑘𝑘𝑘𝑘=𝑖𝑖𝑖𝑖 ∏ 𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚

𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚+1−𝜃𝜃𝜃𝜃𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖−1
𝑚𝑚𝑚𝑚=𝑘𝑘𝑘𝑘 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝(−𝜃𝜃𝜃𝜃𝑘𝑘𝑘𝑘𝑍𝑍𝑍𝑍)                                (7𝑐𝑐𝑐𝑐)  

where:        
∏ 𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚

𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚−𝜃𝜃𝜃𝜃𝑘𝑘𝑘𝑘
𝑘𝑘𝑘𝑘−1
𝑚𝑚𝑚𝑚=𝑖𝑖𝑖𝑖 = 1, at (k ≤ i + 1) and  ∏ 𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚

𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚+1−𝜃𝜃𝜃𝜃𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖−1
𝑚𝑚𝑚𝑚=𝑘𝑘𝑘𝑘 = 1 at (k ≥ j)                                

In equation (7c) ,  πij [0 <  πij < 1 ],  and πiJ  is arranged using the Markov transition probabilities 
conditions as follows: 

𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝐽𝐽𝐽𝐽 = 1 −�𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖−1

𝑖𝑖𝑖𝑖=1

                                                                                (7d) 

 
From equation (7a) - (7d), the Markov transition probability depend on the inspection interval Z. The 

Markov transition probability is expressed as πiJ(𝑍𝑍𝑍𝑍), Therefore, the transition probability matrix related to the 
inspection interval Z is expressed as follows 

∏(Z) = �
𝜋𝜋𝜋𝜋11(Z) ⋯ 𝜋𝜋𝜋𝜋12(Z)

⋮ ⋱ ⋮
0 ⋯ 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(Z)

�                                                                      (8) 

 
The MTP matrices ∏(Z) and ∏(nZ) describe the same deterioration process for two different intervals 

for an integer value n two inspection intervals (Z) and (nZ). Therefore, the MPT ∏(nZ) is expressed as {∏(Z)}𝑛𝑛𝑛𝑛 
as the time adjustment condition of the MTP. 

In equation (7), the multistage exponential hazard model has been defined. However, considering the 
explanatory variable to estimate hazard rate θi which is defined as the function of explanatory variables xk and 
unknown parameters βi. where βi= (βi,1,….., βi,M), M (m=1,…..,M) is the number of explanatory variable and 
k(k=1,….K) is an individual sample of inspection data. 

                                     𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘 =  𝑓𝑓𝑓𝑓(𝑒𝑒𝑒𝑒𝑘𝑘𝑘𝑘: 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖)        (9) 
 

In summary, the elements of the MTP matrix 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝐽𝐽𝐽𝐽  are estimated using 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝐽𝐽𝐽𝐽(𝑍𝑍𝑍𝑍𝑘𝑘𝑘𝑘, 𝑒𝑒𝑒𝑒𝑘𝑘𝑘𝑘: 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖). The unknown 
parameter 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖(𝑖𝑖𝑖𝑖=1,…..,J-1) is determined with Bayesian estimation method to obtain the hazard function θik (𝑖𝑖𝑖𝑖 
=1,…..,J-1), the life expectancy of each condition state 𝑖𝑖𝑖𝑖 can be defined by means of the survival function Ri�yik� 
(Lancaster, 1990). 
                              𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘 ∫ exp (−exp (𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘𝑎𝑎𝑎𝑎𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘) = 1

𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖
𝑘𝑘𝑘𝑘  ∞

0                           (10) 
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For detailed description, it is recommended to refer to the reference (Tsuda et al., 2006). 

 

2.3. Application of Bayesian Estimation for the Markov Hazard Model. 
Because the classic Markov chain using the maximum likelihood estimation frequently fails to converge 

for a variety of reasons (Han et al., 2014), the initial values of the parameters are frequently crucial (Train, 2009). 
Therefore, the Bayesian estimator is used to get around those issues, the Bayesian estimation is an iterative 
approach to statistical inference that uses data and prior knowledge to estimate the model's parameters. Bayesian 
estimation can be very helpful in the setting of a Markov deterioration hazard model to estimate the unknown 
parameter 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖(𝑖𝑖𝑖𝑖=1, .., J-1). Bayesian estimation can be defined by 3 processes:  

1) define the prior probability distribution 𝜋𝜋𝜋𝜋(𝛽𝛽𝛽𝛽),  
2) define the likelihood function 𝐿𝐿𝐿𝐿(𝛽𝛽𝛽𝛽|𝜉𝜉𝜉𝜉) by applying newly obtained data ξ̅, and  
3) modify the prior distribution 𝜋𝜋𝜋𝜋(𝛽𝛽𝛽𝛽) using Bayes’ theorem and then update the posterior distribution 

𝜋𝜋𝜋𝜋(𝛽𝛽𝛽𝛽|𝜉𝜉𝜉𝜉) for parameter (𝛽𝛽𝛽𝛽).  
However, the normalizing constant L(ξ̅)=∫L�β�ξ̅�∏ g(βi|µi, Σi

j−1
i=1  )dβ is difficult to calculate. Therefore, 

we directly extract the statistical value for the posterior distribution of parameters using the Metropolis-Hastings 
algorithm, also known as the M-H algorithm (Hastings, 1970; Metropolis et al., 2004), in the Markov chain Monte 
Carlo (MCMC) simulation. The M-H algorithm procedure is explained below: 

1. Define initial value of parameter vector 𝛽𝛽𝛽𝛽(0). 
2. Calculate current probability density π�𝛽𝛽𝛽𝛽(n)� by using current 𝛽𝛽𝛽𝛽(n). 
3. Find a candidate value as 𝛽𝛽𝛽𝛽�(n) = 𝛽𝛽𝛽𝛽(n) +  ε(n) ~ N(0,σ2) where ε is the step width of the random 

walks. 
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𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = ∑ ∏ 𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚
𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚−𝜃𝜃𝜃𝜃𝑘𝑘𝑘𝑘

𝑘𝑘𝑘𝑘−1
𝑚𝑚𝑚𝑚=𝑖𝑖𝑖𝑖

𝑖𝑖𝑖𝑖
𝑘𝑘𝑘𝑘=𝑖𝑖𝑖𝑖 ∏ 𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚

𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚+1−𝜃𝜃𝜃𝜃𝑘𝑘𝑘𝑘

𝑖𝑖𝑖𝑖−1
𝑚𝑚𝑚𝑚=𝑘𝑘𝑘𝑘 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝(−𝜃𝜃𝜃𝜃𝑘𝑘𝑘𝑘𝑍𝑍𝑍𝑍)                                (7𝑐𝑐𝑐𝑐)  
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𝜃𝜃𝜃𝜃𝑚𝑚𝑚𝑚−𝜃𝜃𝜃𝜃𝑘𝑘𝑘𝑘
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𝑖𝑖𝑖𝑖−1
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                                                                                (7d) 

 
From equation (7a) - (7d), the Markov transition probability depend on the inspection interval Z. The 

Markov transition probability is expressed as πiJ(𝑍𝑍𝑍𝑍), Therefore, the transition probability matrix related to the 
inspection interval Z is expressed as follows 

∏(Z) = �
𝜋𝜋𝜋𝜋11(Z) ⋯ 𝜋𝜋𝜋𝜋12(Z)

⋮ ⋱ ⋮
0 ⋯ 𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(Z)

�                                                                      (8) 

 
The MTP matrices ∏(Z) and ∏(nZ) describe the same deterioration process for two different intervals 

for an integer value n two inspection intervals (Z) and (nZ). Therefore, the MPT ∏(nZ) is expressed as {∏(Z)}𝑛𝑛𝑛𝑛 
as the time adjustment condition of the MTP. 
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=1,…..,J-1), the life expectancy of each condition state 𝑖𝑖𝑖𝑖 can be defined by means of the survival function Ri�yik� 
(Lancaster, 1990). 
                              𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘 ∫ exp (−exp (𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘𝑎𝑎𝑎𝑎𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘) = 1

𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖
𝑘𝑘𝑘𝑘  ∞
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For detailed description, it is recommended to refer to the reference (Tsuda et al., 2006). 

 

2.3. Application of Bayesian Estimation for the Markov Hazard Model. 
Because the classic Markov chain using the maximum likelihood estimation frequently fails to converge 

for a variety of reasons (Han et al., 2014), the initial values of the parameters are frequently crucial (Train, 2009). 
Therefore, the Bayesian estimator is used to get around those issues, the Bayesian estimation is an iterative 
approach to statistical inference that uses data and prior knowledge to estimate the model's parameters. Bayesian 
estimation can be very helpful in the setting of a Markov deterioration hazard model to estimate the unknown 
parameter 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖(𝑖𝑖𝑖𝑖=1, .., J-1). Bayesian estimation can be defined by 3 processes:  

1) define the prior probability distribution 𝜋𝜋𝜋𝜋(𝛽𝛽𝛽𝛽),  
2) define the likelihood function 𝐿𝐿𝐿𝐿(𝛽𝛽𝛽𝛽|𝜉𝜉𝜉𝜉) by applying newly obtained data ξ̅, and  
3) modify the prior distribution 𝜋𝜋𝜋𝜋(𝛽𝛽𝛽𝛽) using Bayes’ theorem and then update the posterior distribution 

𝜋𝜋𝜋𝜋(𝛽𝛽𝛽𝛽|𝜉𝜉𝜉𝜉) for parameter (𝛽𝛽𝛽𝛽).  
However, the normalizing constant L(ξ̅)=∫L�β�ξ̅�∏ g(βi|µi, Σi

j−1
i=1  )dβ is difficult to calculate. Therefore, 

we directly extract the statistical value for the posterior distribution of parameters using the Metropolis-Hastings 
algorithm, also known as the M-H algorithm (Hastings, 1970; Metropolis et al., 2004), in the Markov chain Monte 
Carlo (MCMC) simulation. The M-H algorithm procedure is explained below: 

1. Define initial value of parameter vector 𝛽𝛽𝛽𝛽(0). 
2. Calculate current probability density π�𝛽𝛽𝛽𝛽(n)� by using current 𝛽𝛽𝛽𝛽(n). 
3. Find a candidate value as 𝛽𝛽𝛽𝛽�(n) = 𝛽𝛽𝛽𝛽(n) +  ε(n) ~ N(0,σ2) where ε is the step width of the random 

walks. 

4. Calculate the proposal density by using 𝛽𝛽𝛽𝛽�(n) as a candidate parameter π �𝛽𝛽𝛽𝛽�(n)�. 

5. Apply the updating rule by comparing π(𝛽𝛽𝛽𝛽�(n)) and π�𝛽𝛽𝛽𝛽(n)� with the following conditions 

         β(n + 1) = �
π �𝛽𝛽𝛽𝛽�(n)� > π�𝛽𝛽𝛽𝛽(n)�,                              𝛽𝛽𝛽𝛽(n + 1) = 𝛽𝛽𝛽𝛽�(n)   

π �𝛽𝛽𝛽𝛽�(n)� ≤ π�𝛽𝛽𝛽𝛽(n)�, �R ≤ r,                𝛽𝛽𝛽𝛽(n + 1) = 𝛽𝛽𝛽𝛽�(n)  
Otherwise,       𝛽𝛽𝛽𝛽(n + 1) = 𝛽𝛽𝛽𝛽(n)

     (12) 

Where, r = π �β�(n)� /π�β(n)�, and R is a standard uniform for R~ U (0,1) 

6. Do sufficiently large numbers of iterations from step 2 to step 5, until sequence 𝛽𝛽𝛽𝛽n  becomes a 
stationary condition (that is close to convergence). 

7. Cut burn-in samples and take the average of sample parameters. 
The MCMC does not include any method to confirms that the initial value 𝛽𝛽𝛽𝛽(0) reaches stationary 

distribution. Therefore, the Geweke's test is utilized to determine whether the Markov chain reaches the 
convergence to a maximum (Geweke, 1991). Refer to the following reference for a full explanation of the M-H 
method and the Geweke's test to verify the Markov chain's convergence (Han et al., 2014). 

 

3. EMPIRICAL STUDY 
3.1.1. Data Processing 

The historical inspection data from the Lao RMS was inquired and examined following the model's 
estimation. Data inspection from the Lao RMS database for the years 2014–2016 and 2020 has been obtained. 
However, it was difficult to attain the maintenance history from 2016–2020 and the conditions in 2020 being 
almost as good as those in 2016. Therefore, only the dataset from 2014–2016 has been used. Pavement materials, 
the IRI, and average annual daily traffic (AADT) are the only available data that have been gathered and analyzed 
because environmental uncertainty parameters like weather, rainfall, etc. have not been sufficiently covered by 
data collection. Without taking any maintenance action, the aberrant condition examined under improved 
conditions has been evaluated and checked (Madanat et al., 1995). According to the DoR, MPWT Lao PDR 
classification, two core road networks (core networks 1 and 2) are evaluated. The model's basic tenet is to anticipate 
the target core networks' life expectancy, IRI degradation process, and hazard rate in relation to the Lao road 
network's deterioration process.  

The collected data set of the IRI is applied to the model. The IRI data has been derived from periodic 
inspections since 2014–2016. In order to measure the IRI, the Dynamic Response Vehicle Intelligent Monitoring 
System equipment, which was supported by the Japan International Cooperation Agency (JICA) in 2012, has been 
used. The IRI was measured at a speed of around 80 km/h for each segment of 100 meters (Gharieb and Nishikawa, 
2021; JICA, 2018). The IRI circumstances are then classified into five groups based on preset criteria for roughness 
sufficiency (MPWT, 2021) in order to estimate the Markov transition probability based on the exponential hazard 
model, according to Table 1. The IRI roughness scale, which ranks the conditions from excellent to failed 
(absorption state), indicates the need for maintenance or rehabilitation activities. 

 

Table 1. The IRI Roughness Scale (condition state)  

Pavement condition (State) Excel/Good (1) Fair (2) Poor (3) Bad (4) Failed (5) 

IRI (m/km) IRI ≤ 3 3<IRI≤5 5<IRI≤7 7<IRI≤9 9 < IRI 
 

After rejecting the incorrect information, the atypical condition, the data of road sections was divided into 
two core networks based on the definition and classification from DoR and MPWT. The total length was 2,769 
km, or 35.29% of the total 7,847 km (national road network length), as presented in Table 2. 

Table 2. Summary of data observation and variables   

Core 
network 

Total No. of 
road sections 

Total length of 
observations (km) 

Number of 
sample (pairs) 

Explanatory 
Variables 

Length of 
AC/ST (km) 

Core 1 8 1,900 18998 AADT, Road 
surface (AC/ST) * 

778/1,122 

Core 2 14 869 8690 AADT, Road 
surface (AC/ST) 

50/819 

*AC=Asphalt concrete; ST=Surface treatment  
  
Asphalt concrete pavement and surface treatment (single and double bituminous) are the two main types 

of pavements. The traffic volume is gathered from the number of vehicles passing the counting location in each 
road section. The methodology for counting is either automatic or manual (by the traffic count form), and the 
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vehicles are classified into 14 classes in order to generate the adjustment factors (MPWT, 2009). A number of 
adjustment factors are related to classified traffic counts to derive the average annual daily traffic. To normalize 
the traffic volume, the AADT has been classified into 3 bands: low, medium (mean), and high, as shown in Table 
3. 

Table 3. Traffic band classification 
 

Band From (AADT) To (AADT) 
Low 0 500 
Mean 501 2000 
High 2001 99999 

                                 
3.1.2. Results 

The transition probability matrix of Core Networks 1, 2 were determined using the Markov Deterioration 
Hazard Model. The MTP for Core Networks 1 and 2 are shown in Tables 4, and 5 respectively. 

 
Table  4.  MTP of the Core Network 1  

State 1 2 3 4 5 
1 0.487 0.442 0.063 0.006 0.002 
2 0 0.761 0.203 0.026 0.010 
3 0 0 0.732 0.167 0.101 
4 0 0 0 0.378 0.622 
5 0 0 0 0 1.000 

 

Table 5. MTP of the Core Network 2  
State 1 2 3 4 5 

1 0.342 0.529 0.110 0.016 0.003 
2 0 0.683 0.254 0.051 0.012 
3 0 0 0.652 0.254 0.094 
4 0 0 0 0.539 0.461 
5 0 0 0 0 1.000 

 

 

 
As a result of Tables 4 and 5, the transition probability in states 1-1, 2-2, and 3-3 shows that the core 

network 1 has a higher transition probability compared to the core network 2, meaning that the core network 1 will 
deteriorate more slowly than the core network 2, which in turn leads to a longer life expectancy.  

The road network's hazard rate (deterioration rate) and interval life expectancy of each condition state of 
core networks 1 and 2 are computed using equations (10) and (11), the results are shown in Tables 6 and 7: 

 
Table 6. IRI mean hazard rate (θ𝒊𝒊𝒊𝒊) and life expectancy (LEi) of Core Network 1 

State 
Mean 

hazard 
rate (𝛉𝛉𝛉𝛉𝒊𝒊𝒊𝒊) 

Hazard 
rate (𝛉𝛉𝛉𝛉𝒊𝒊𝒊𝒊) 

(ST) 

Hazard 
rate (𝛉𝛉𝛉𝛉𝒊𝒊𝒊𝒊) 

(AC) 

LEi 
(Year) 
(AV) 

LEi 
(Year) 
(ST) 

LEi 
(Year) 
(AC) 

 

1-2 0.720 0.944 0.487 1.39 1.06 2.05  
2-3 0.273 0.303 0.234 5.06 4.36 6.32  
3-4 0.313 0.278 0.372 8.25 7.96 9.01  
4-5 0.974 0.738 1.452 9.28 9.32 9.70  

 

 
Table 7. IRI mean hazard rate (θ𝒊𝒊𝒊𝒊) and life expectancy (LEi) of Core Network 2 

State 
Mean 

hazard 
rate (𝛉𝛉𝛉𝛉𝒊𝒊𝒊𝒊)   

Hazard 
rate (𝛉𝛉𝛉𝛉𝒊𝒊𝒊𝒊) 

(ST) 

Hazard 
rate (𝛉𝛉𝛉𝛉𝒊𝒊𝒊𝒊) 

(AC) 

LEi 
(Year) 
(AV) 

LEi 
(Year) 
(ST) 

LEi 
(Year) 
(AC) 

 

1-2 1.074 1.133 0.445 0.93 0.88 2.25  
2-3 0.380 0.382 0.362 3.56 3.50 5.00  
3-4 0.428 0.427 0.446 5.90 5.85 7.25  
4-5 0.619 0.586 1.526 7.51 7.56 7.90  

 

                
The estimation results for the unknown parameters, which indicates the statistic properties (coefficient) 

of the explanatory variables of each parameters (traffic and surface pavement), and Geweke’s z score, which 
verifies the convergence (stationary distribution) of the parameter (Geweke, 1991), are shown in Tables 8 and 9 
as follow: 
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The estimation results for the unknown parameters, which indicates the statistic properties (coefficient) 

of the explanatory variables of each parameters (traffic and surface pavement), and Geweke’s z score, which 
verifies the convergence (stationary distribution) of the parameter (Geweke, 1991), are shown in Tables 8 and 9 
as follow: 

 
 
 
 
 

Table 8. Unknown parameter and Geweke’s test of Core Network 1  
State (𝛃𝛃𝛃𝛃𝟎𝟎𝟎𝟎) 

Absolute 
(𝛃𝛃𝛃𝛃𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊) 
Traffic   

(𝛃𝛃𝛃𝛃𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊) 
Pavement  

(𝛃𝛃𝛃𝛃𝟎𝟎𝟎𝟎) 
Geweke’s  

(𝛃𝛃𝛃𝛃𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊)  
Geweke’s  

(𝛃𝛃𝛃𝛃𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊) 
Geweke’s  

 

1-2 -0.0005 -0.264 -0.661 0.203 0.276 -0.915  
2-3 -1.256 0.284 -0.256 -0.275 0.382 -0.346  
3-4 -0.824 -2.107 0.292 -0.369 0.248 1.352  
4-5 0.497 -3.691 0.677 -0.342 0.021    0.567  

 

 
Table 9. Unknown parameter and Geweke’s test of Core Network 2  

State (𝛃𝛃𝛃𝛃𝟎𝟎𝟎𝟎) 
Absolute  

(𝛃𝛃𝛃𝛃𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊) 
Traffic   

(𝛃𝛃𝛃𝛃𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊) 
Pavement  

(𝛃𝛃𝛃𝛃𝟎𝟎𝟎𝟎) 
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(𝛃𝛃𝛃𝛃𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊)  
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1-2 0.632 -1.378 -0.934 0.719 -0.779 0.685  
2-3 0.017 -2.663 -0.051 -1.455 1.595 0.097  
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In Table 8, the β𝑖𝑖𝑖𝑖𝑖 indicate that the traffic volume had a significant impact on deterioration rate in 

condition 2-3. Higher traffic leads to faster deterioration rate. In order to verify the chain convergence, 
Geweke’s test value for all β values should fall between the range [-1.96,1.96], where a value of 0 denotes 
perfect convergence.  

The expected degradation path (deterioration processes) for 2 core networks is illustrated in Figures 5 and 
6 as a graph, describing the typical deterioration process over the duration of the core networks' life expectancy 
condition states from the starting state (excellence condition) to the absorption stage by time order in years.   

 

 
Figure 5. Core Network 1 deterioration process 

 

 
 Figure 6. Core Network 2 deterioration process 

 
 

4. DISCUSSION  
While an extensive and high-quality Lao RMS database is necessary for validating the results, the life 

expectancies of the two networks were shorter than the expected design life, which is about 10-20 years from the 
design life (MPWT, 1996). This was probably due to the explanatory variables or the quality of the dataset. 
However, others researchers performed validation of the model (Han et al., 2014; Kobayashi et al., 2010; 
Kobayashi et al., 2012; Tsuda et al., 2006) which may point to the model being robust enough to generate 
acceptable estimates, Han et al., (2014) validated the model by comparing its predictions with an accumulated 
dataset spanning eight years and confirmed its reliability. The results of the empirical study were based on 
historical inspection data gathered by the Lao RMS from 2014 to 2016. In other words, this study examined the 
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three-years deterioration trend of the Lao road network using IRI data. Due to financial and technical limitations 
of the Department of Road, MPWT, part of the Lao Road Authority aims to collect data on the condition state of 
the road network in 2024, the final year of the current long-term maintenance financial plan 2016–2025. They 
were unable to conduct the inspection every year; hence, some years' data were omitted. Due to incomplete data, 
the traffic volume sample data led to a convergence issue due to the number of observations and the difficulty in 
identifying the precise location of the traffic on specific road sections. However, the outcomes indicated that the 
two significant core road networks had different life expectancies considering traffic volume and pavement 
parameter; the deterioration process of network 1 was estimated to take 9.28 years on average, while that of 
network 2 was estimated to last for 7.51 years. Furthermore, the life expectancy of the AC pavement road section 
in network 1 was 9.70 years, while that in network 2 was 7.90 years. Due to the ST pavement road section being 
the majority portion of the road network, both networks 1 and 2. Therefore, the predicted life expectancy of the 
ST pavement road section was nearly the same as the life expectancy of the whole networks 1 and 2 (average), 
which was 9.32 and 7.56 years, respectively. However, the life expectancies of two core road networks in this 
paper were evaluated using only the traffic and pavement type parameters, which may not be the only factors that 
affect the deterioration process of the two road networks in Lao PDR. The results, which indicate the transition 
year, can be used to evaluate the maintenance plans of each network in order to restore their condition. Moreover, 
it gives the road decision-maker time for intervention in terms of the maintenance plan.  
 

5. CONCLUSIONS 
Understanding the lifespan of infrastructure is important for asset management for planning and 

prioritizing maintenance activities. The Markov deterioration hazard model was used to forecast the deterioration 
of the road network in Lao PDR because this is an important step before carrying out infrastructure planning. The 
estimated life expectancy of the core network 1 and the core network 2 in the Lao road network shown in Tables 
6 and 7, respectively, using the IRI data in the historical inspection dataset from RMS is an important prerequisite 
to maintenance planning for the two road groups. This information could be used for determining the maintenance 
frequency and prioritization at the network level. However, this study has only taken into account the traffic 
volume AADT and pavement type variables to predict the deteriorate process because of the incomplete Lao RMS 
data sets. Nonetheless, some important elements, such as the commercial vehicle weight, the Pavement's Structure 
Number (pavement strength), and other uncertainty environmental variables, such as rainfall, temperature, and 
terrain, should be taken into account for better prediction. Therefore, in future studies, these significant parameters 
should be collected and included in the model in order to generate more precise information that can be used for 
prioritization and allocation of the maintenance fund.  

Furthermore, in the interest of developing the unpaved road network, other key performance measures, 
such as the Surface Integrity Index (SII), which is used to evaluate the condition of unpaved roads, should be 
considered in future. However, the authors believe that the results from this study will assist in improving the PMS, 
which will be utilized to determine the performance-based contract for upcoming road maintenance projects in 
Lao PDR.  
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Abstract: In 2014, periodical inspections of major infrastructure facilities in Japan became mandatory, and a large 
amount of periodical inspection data was generated. In addition, in 2012, the Electronic Government Open Data 
Strategy was enforced, and the Japanese government began promote utilizing open data for citizens. However, the 
data format and preservation method differ for each local government, and the level of Open Data is not sufficient. 
In this study, the authors focus on the utilization of periodical inspection data of infrastructure facilities, propose 
a method of distributing inspection data as machine-readable open data over the Internet, and put forward an 
efficient generation and distribution method of open data using a prototype system developed for this purpose. 
Moreover, as an example of open data utilization, a data visualization application was developed, which allows 
the user to instantly check the condition states of infrastructure facilities on a map.  
 
Keywords:  Infrastructure management, Open data, Web API, Data management, Data visualization. 
 
1. INTRODUCTION 

In Japan, road networks have developed rapidly during a period of rapid economic growth, and many 
bridges, tunnels, and other infrastructures have been constructed. These infrastructures have become an integral 
part of socioeconomic activities. However, the 2012 Sasago Tunnel roof fall accident brought to light the aging 
and deterioration of bridges over 50 years old, now a growing social problem, and proper and effective 
maintenance and management of infrastructure has become an urgent issue. Against this backdrop, the Japanese 
government enacted the "Regulation and Notification on Road Maintenance and Repair "(Ministry of Land, 
Infrastructure, Transport and Tourism, 2014) in 2014, making it mandatory to conduct periodic inspections every 
five years, which has resulted in infrastructure management organizations generating and accumulating a large 
amount of periodic inspection data. Since the Japanese government established an open data strategy for e-
government in 2012, an environment in which citizens can easily use public data via the Internet is taking shape. 
However, most of the open data released by local governments, such as infrastructure information and map data, 
are provided in data formats such as PDF and JPEG, that are difficult to read by machines, and therefore must be 
manually re-entered and processed before they are used. In addition, it is difficult for local government officials 
to generate machine-readable open data on their own, making it necessary to develop new data conversion software. 
Further more, since each organization has its own record format and storage format, it takes a lot of time to collect 
and organize the data when utilizing it. Here, machine-readable means that the content described in a document, 
for example, can be easily processed by a computer program. 

The study focus on the use of regular inspection data of infrastructures, propose a method to publish 
inspection data as open data in machine-readable format on the Internet, and propose a prototype system for 
efficient generation and publication of open data. Moreover, as an example of the use of open data, the authors 
developed a data visualization system that provides a bird's-eye-view of the infrastructure on a map. 

Specifically, data extraction software and an open data system were developed based on the level of 
information literacy of municipal employees. Currently, most of the municipalities responsible for maintenance 
and management store data that are frequently used in maintenance and management work, such as information 
on infrastructure and the results of periodic inspections in Excel format. The study demonstrate a method for 
selecting data to be distributed from Excel and converting it into machine-readable open data web as data extraction 
software. Next, to increase the circulation of open data on the Internet, the authors developed a web application 
that utilizes Web API (Web Application Programming Interfaces) (Takaku, 2014), which has become common in 
web development, and implemented a data circulation function. In addition, as an example of the use of open data 
by Web API, the authors developed a system for visualizing and publishing bridge conditions which can be used 
to periodically check open data. Web API exchanges information between applications and systems over the 
network using HTTP and HTTPS communication. Web API is a mechanism that makes some functions managed 
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efficient generation and publication of open data. Moreover, as an example of the use of open data, the authors 
developed a data visualization system that provides a bird's-eye-view of the infrastructure on a map. 

Specifically, data extraction software and an open data system were developed based on the level of 
information literacy of municipal employees. Currently, most of the municipalities responsible for maintenance 
and management store data that are frequently used in maintenance and management work, such as information 
on infrastructure and the results of periodic inspections in Excel format. The study demonstrate a method for 
selecting data to be distributed from Excel and converting it into machine-readable open data web as data extraction 
software. Next, to increase the circulation of open data on the Internet, the authors developed a web application 
that utilizes Web API (Web Application Programming Interfaces) (Takaku, 2014), which has become common in 
web development, and implemented a data circulation function. In addition, as an example of the use of open data 
by Web API, the authors developed a system for visualizing and publishing bridge conditions which can be used 
to periodically check open data. Web API exchanges information between applications and systems over the 
network using HTTP and HTTPS communication. Web API is a mechanism that makes some functions managed 

by the operating system or software available to external programs and applications. Using Web API, it is easy to 
incorporate the functions of other services into self-developed websites and applications and also to create new 
functions and services. 

This study utilizes advances by previous researchers. Regarding research on the distribution of 
infrastructure data, Fujimoto et al. (2020) proposed a file management method to distribute data in JSON 
(JavaScript Object Notation) format using Web API as a data management method in order to make bridge 
inspection data openly available. Kameda et al. (2021) Proposed a method combining LoRa-based LPWA 
communication and MQTT protocol as a method to simplify the supply of monitoring data for infrastructure. Yuda 
et al. (2020) Organized data science processes in the field of infrastructure management and examples of data 
utilization. Yamamoto et al. (2021) Considered the preparation of information systems as part of pre-disaster 
reconstruction from the perspective of pre-disaster reconstruction, and studied the construction and use of 
information platforms. Abe et al. (2022) Organized the functions required for a data platform to utilize 
infrastructure data and proposed an infrastructure operating system. In our previous studies (Fujimoto et al. 2020), 
infrastructure data was distributed in the form of JSON files, but further openness was required to make it open 
data. In this study, the data could be simply extracted from an Excel format into a machine-readable JSON format 
for uploading to cloud storage services and an API was provided to the public for accessing the data. In addition, 
to make this basic open data more valuable, this study used data visualization tools to present the data in chart 
form and map form, making it easier for general public and government agent to understand the condition of the 
infrastructure. Moreover, this study proposes the concept of Service Link Platform (SLP). SLP is a system that 
allows for the combination of a wide variety of APIs, promoting the development of application software related 
to the maintenance and management of infrastructure. However, a large number of open data and tools need to be 
registered with SLP to make it practical. In this study, an application software was developed that enables civil 
engineers to efficiently create open data, contributing to the generation of open data. Although only the API of 
open data was implemented in this study, in the future, APIs of application software with processing functions will 
be developed and implemented. 
 
2. MAINTAINING DATA DISTRIBUTION AND UTILIZATION 

This section describes the flow of regular inspection data from acquisition to utilization, as shown in 
Figure 1. In this study, open data and utilization of maintenance and management data were modeled under the 
assumption of regular inspection of bridges in Yamaguchi Prefecture. 
 

 
 

Figure 1. The Acquisition to Utilization of Periodic Inspection Data 
 
2.1 Data Collection 

As of October 2008, Yamaguchi Prefecture manages approximately 4,300 bridges, and regular inspections 
of 800 to 900 bridges are conducted annually. Regular inspections of these bridges are based on the Yamaguchi 
Prefectural Bridge Inspection Guidelines (Draft) (Yamaguchi Prefecture Civil Engineering Construction 
Department, 2017), and the inspection results are compiled into an inspection record sheet (Excel) as shown in A 
of Figure 1. Figure 2 shows a part of the inspection record sheet, in which the results of the periodic inspections 
are recorded. As shown in B of Figure 1, road managers in the Yamaguchi Prefecture store frequently used data 
in Excel as master data for maintenance and management purposes. These master data include bridge numbers, 
bridge specifications, addresses, regular inspection schedules, and judgment results of major components 
transcribed from the inspection record sheet. Figure 3 shows an example of master data stored in Excel. 
Practitioners use this master data to develop periodic inspection schedules. 
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2.2 Data Storage and Management 
Although government agencies are currently working to publish the aforementioned data, the work of 

opening up data has become difficult due to the fact that each local government uses different data formats and 
storage methods. In addition, Open data should be available in a format that facilitates secondary use/processing 
and should be distributed in a machine-readable, easily searchable, and linked data format. This will lead to a 
reduced data processing burden and efficient data utilization. For example, the 5-star Open data (Omukai, 2013) 
has been proposed to codify the five conditions that must be met for open data. 

Therefore, as shown in C of Figure 1, in this study a mechanism for converting master data (Excel) used 
by road managers into a machine-readable data format and improving data distribution on the Internet using Web 
API was developed and implemented as software. The details of the mechanism are described in section 3. 

 

 
 

Figure 2. Example of Inspection Record Sheet 
 

 
 

Figure 3. Example of Bridge Master Data 
 
2.3 Data Distribution 

An open data system refers to systems that use web APIs to make infrastructure data publicly available, 
with the aim of providing developers with more opportunities for application development. This system allows 
developers to obtain data and develop various infrastructure management applications. These applications can help 
people better manage infrastructure, and improve urban management efficiency and quality of life. 

Although the open data system opens up data, developers find it difficult to collect various APIs for 
development. To solve these problems, as shown in D of Figure 1, the authors propose to establish a Service Link 
Platform (SLP), which provides developers with a simple way to search for APIs, so that developers can develop 
new applications faster. In addition, SLP provides API documentation and code examples to help developers better 
understand how to use APIs. 

SLP can also provide a wide variety of APIs. For example, a map API can allow users to search for specific 
infrastructure data on a map, and a data conversion API can help developers easily extract data from a certain 
format, thereby achieving more flexible data processing. Figure 4 shows the flow of the SLP used in development 
of applications. 
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Figure 4. SLP system usage flow 
 
2.4 Data Utilization 

The ultimate goal of this study is to make data utilization more efficient. Establishing new data utilization 
models in the cloud is essential to advance infrastructure maintenance and management, such as collecting large 
amounts of data from different road management agencies, analyzing damage trends, and predicting damage with 
high accuracy. Efficiency and sophistication of open data and data distribution are important foundations to support 
data utilization, but managers and software developers of infrastructure do not yet understand how to utilize open 
data and how to leverage Web API. As shown in E of Figure 1, the authors developed a visualization system of 
bridge inspection data as an example of using open data in a machine-readable format and making it available 
through a Web API mechanism. The details of this system are described in section 4. 
 
3. DATA EXTRACTION SOFTWARE AND OPEN DATA SYSTEMS 
3.1 Overview of the Conversion to Open Data 

Open data consists of data extraction, conversion, storage, and publication. The purpose of this study is to 
develop a system that can publish data held by road managers to the Internet in a machine-readable format and to 
develop data extraction and conversion software. The data extraction and conversion were developed as data 
extraction software, and the data storage and distribution were developed as an open data system. 

Specifically, the data extraction software automatically extracts data from the master data in Excel format 
managed by the road manager and converts it to JSON format when the user decides on the range of data to be 
published. The system stores the JSON data output by the extraction software in a non-relational (NoSQL) database 
and publishes the data on the Internet. 

NoSQL distinguishes itself from relational databases (RDB) by not guaranteeing the ACID (Atomicity, 
Consistency, Isolation, Durability) attributes of relational data. Also, the persistence of relational data is not 
guaranteed. Therefore, NoSQL has the advantage of fast processing and high system scalability and flexibility 
compared to traditional RDB because there is no strict relationship between data. NoSQL is not limited to table 
structures like RDB and can use various data models such as key/value pairs, column-oriented, document, and 
graph types. In other words, there is no predefined shape for the data. 

API is a mechanism for exchanging functions of one program so that they can be used by another program. 
The advantages are that even if Web API uses HTTP/HTTPS communication with different programming 
languages, they still work on web browsers. Typical Web API include Google Maps API, YouTube API, and 
Twitter API, etc. 

 
3.2 Process of Data Extraction Software 

JSON is a data structure designed for use in JavaScript and is therefore highly compatible with JavaScript. 
This data structure is stored and transmitted as a combination of key/value pairs, which is easy for humans to 
understand, easy for machines to analyze and generate, and can effectively improve the distribution of data on the 
Web. In addition, JSON has gained widespread adoption in recent years due to the standard use of JavaScript in 
web development. Data extraction software converts data into JSON format, which is easier to disseminate on the 
Internet than Excel format data, through the following steps. 

Step 1 Select the extracted data: In this step, first, the master data file shown in Figure 3 is parsed using 
JavaScript to detect the columns, the output is displayed on the user's web page, the user selects the data to be 
converted, as shown in A of Figure 5. For example, and the user selects the data to be converted to JSON format, 
as shown in the red box in Figure 3. Here, the user further enters the names of the keys for the selected Excel 
columns. This saves the data in the Excel rows as the value of the key. 

Step 2 Convert from Excel format to JSON format: In this step, the data selected in step 1 above is 
converted to a JSON string text and saved. The data in JSON format shown in B of Figure 5 is an example of data 
conversion for the selected part of the master data (Excel) shown in Figure 3. 
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In this case, the authors have established standards for implementation within Yamaguchi Prefecture. 
These standards were developed to meet the needs of a specific area and therefore are not applicable to other areas. 
However, when other areas also want to make road data public, the local road manager needs to develop standards 
that are applicable to the local area to ensure the accuracy and reliability of data extraction. In the future, in order 
to publish and use the open data of each road management organization as big data, it is necessary to manage the 
IDs of structures and components, and to standardize the data structures published in JSON format. 
 

 
 

Figure 5. Converting Excel Data to JSON 
 
3.3 Process of the Open Data System 

The Open Data System stores the data extracted from the master data in JSON format in the following 
steps and makes the stored data available to system developers and other users. 

Step 1 Save the data: In this step, the data provider transfers and stores the data in JSON format into the 
NoSQL database using an upload page, and this data is published as open data. In the implementation of this study, 
the NoSQL database MongoDB is used. MongoDB is a document-oriented database developed by MongoDB Inc. 
And is available as open-source code. The data storage format is BSON format, which is derived from JSON 
format. 

Step 2 Issuing API keys: When a user accesses the application, this system issues a unique API key. In 
this system, the key is issued by clicking a button on the application screen. The number of the issued API key is 
stored in a database and used for user authentication. API key is an authentication message issued independently 
by the API service provider. This checks the user's usage status, prevents unauthorized connections, and is 
expected to improve security. 

Step 3 Open data distribution through RESTful API: RESTful API is an API that can access unique URL 
on the web using HTTP methods (GET, POST, PUT, etc.) REST stands for Representational State Transfer and is 
a system design concept. In this study, GET and POST are provided in the open data system to conform to this 
RESTful API. GET is used to retrieve resources in the server, and POST is used to modify resources in the server. 
Therefore, in the open data system, GET is used to retrieve data from the open data system for use in the 
visualization system, while POST is used to upload data to the open data system. 

Step 4 (Handling access from external systems) Open Data Collection: The external system (client) 
retrieving data from the open data system sends a GET request with a pre-issued API key in the URL. If the key 
is valid, the data is provided by the server. 
 
4. DATA VISUALIZATION SYSTEM 
4.1 Overview of System Requirements 

This section describes how to use the open data provided by the open data system explained in section 3. 
In this study, the authors developed a system to provide the visualization results of open data published by Web 
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4. DATA VISUALIZATION SYSTEM 
4.1 Overview of System Requirements 

This section describes how to use the open data provided by the open data system explained in section 3. 
In this study, the authors developed a system to provide the visualization results of open data published by Web 

API as a service. Figure 6 shows an example of the output screen of the visualization system. Visualization is a 
theory, method, and technique that uses computer graphics and image processing techniques to interactively 
visualize and display data on a screen. The advantage of visualization is that information that is difficult to grasp 
using only numerical values can be illustrated with graphics, allowing people to understand and highlight important 
information more intuitively. 

Currently, the users of the visualization system developed in this study are considered to be those 
responsible for providing maintenance and management of open data, as well as the general public. The main 
purpose of the system is to visualize bridge data with graphic and map information so that the health of bridges 
managed by Yamaguchi Prefecture can be easily understood from a bird's eye view. The system development 
requirements are shown in Table-1. 

 

 
 

Figure 6. Visualization system (displaying data for system validation, not actual data) 
 
4.2 System Construction 

The system is a web-based system, hosted on a web server. 
The visualization system publishes information about the health condition of bridges in the form of a web 

page. The visualization system acquires bridge data from the open data system developed by the authors and uses 
Google Maps API (map server) to obtain map information and map-related functions. Figure 7 shows the structure 
diagram of the visualization. This system was created by mixing the Web API developed by the authors and the 
Google map API provided by Google. 

 

 
 

Figure 7. Visualization Structure 
 

Figure 8 shows the communication between a web page and an open data system. The web page accesses 
MongoDB of the open data system through the Web API, requests to send open data, and the server returns the 
result (open data). A similar exchange as in Figure 8 is done with the Google Maps API. This visualization system 
uses the Express framework, JavaScript, and HTML technologies to create dynamic web pages. Node.js is a 
platform for running JavaScript to create web pages on the server side, and the Express framework is a 
development platform for efficiently developing web applications using Node.js. 
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Figure 8. Visualization System (web page) and Open Data System Communication 
 

4.3 System Functions 
The visualization system developed in this study, shown in Figure 6, has the functions listed in Table 2. 

In the visualization system (bottom left corner of Figure 6), clicking or selecting the buttons for the functions listed 
in Table 2 displays the contents of the selected items on the map (right side of Figure 6) and displays statistical 
data in the form of graphs or values (top left side of Figure 6). 
 

Table 1. Requirements for the visualization system 
Head of Maintenance and Management General users 

• The health condition of the bridge should be 
understandable to users who do not have expertise 
in bridges. 

• The health condition of the bridge should be 
understandable to users who do not have expertise 
in bridges. 

• The health condition of the bridge should be easily 
accessible in the form of maps or diagrams. 

• The health condition of the bridge should be easily 
accessible in the form of maps or diagrams. 

• The health condition of the bridge should be 
understandable to users who do not have expertise 
in bridges. 

• The health condition of the bridge should be 
understandable to users who do not have expertise 
in bridges. 

• The health condition of the bridge should be easily 
accessible in the form of maps or diagrams. 

• The health condition of the bridge should be easily 
accessible in the form of maps or diagrams. 

 
Table 2. Selection of visualization system 

Selection Item Options Description 

Type 
Bridges Bridges managed by Yamaguchi Prefecture (bridges 2m long or longer). 

Boxes Ditch bridges (box culverts) with a soil layer of less than 1 meter are 
managed by Yamaguchi Prefecture. 

Robustness 

I Healthy: A state of unimpaired function. Level I is indicated in green on 
maps and charts. 

II 
Preventive maintenance stage: a state in which function is not impaired, 
but measures should be taken from a preventive maintenance point of 
view. Level II is indicated in yellow on maps and charts. 

III 
Early Action Phase: A state in which the function of a road or bridge 
may be impaired and action should be taken at an early stage. Level III is 
indicated in red on maps and charts. 

IV 
Urgent Action Phase: A state of impaired or likely impaired function 
that warrants urgent action. Level IV is indicated in black on maps and 
charts. 

Unknown No data entry status. Unknown is shown in gray on maps and charts. 

Region 
Area names of 

Yamaguchi 
Prefecture 

Location of the facility. By selecting the name of an area in the area list, 
you can display information about bridges in the specified area (multiple 
selections are possible). 

Roads 

Name of each 
road in 

Yamaguchi 
Prefecture. 

The name of the route on which the facility is located. Bridge 
information for a given road can be displayed by selecting a road name 
from the road list (multiple selections are possible). 

Office 

Name of each 
office in 

Yamaguchi 
Prefecture 

Management offices of the facility. By selecting the office name in the 
office list, you can display information about the bridges for which the 
specified office is responsible (multiple selections are possible). 

 



359

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

 
 

Figure 8. Visualization System (web page) and Open Data System Communication 
 

4.3 System Functions 
The visualization system developed in this study, shown in Figure 6, has the functions listed in Table 2. 

In the visualization system (bottom left corner of Figure 6), clicking or selecting the buttons for the functions listed 
in Table 2 displays the contents of the selected items on the map (right side of Figure 6) and displays statistical 
data in the form of graphs or values (top left side of Figure 6). 
 

Table 1. Requirements for the visualization system 
Head of Maintenance and Management General users 

• The health condition of the bridge should be 
understandable to users who do not have expertise 
in bridges. 

• The health condition of the bridge should be 
understandable to users who do not have expertise 
in bridges. 

• The health condition of the bridge should be easily 
accessible in the form of maps or diagrams. 

• The health condition of the bridge should be easily 
accessible in the form of maps or diagrams. 

• The health condition of the bridge should be 
understandable to users who do not have expertise 
in bridges. 

• The health condition of the bridge should be 
understandable to users who do not have expertise 
in bridges. 

• The health condition of the bridge should be easily 
accessible in the form of maps or diagrams. 

• The health condition of the bridge should be easily 
accessible in the form of maps or diagrams. 

 
Table 2. Selection of visualization system 

Selection Item Options Description 

Type 
Bridges Bridges managed by Yamaguchi Prefecture (bridges 2m long or longer). 

Boxes Ditch bridges (box culverts) with a soil layer of less than 1 meter are 
managed by Yamaguchi Prefecture. 

Robustness 

I Healthy: A state of unimpaired function. Level I is indicated in green on 
maps and charts. 

II 
Preventive maintenance stage: a state in which function is not impaired, 
but measures should be taken from a preventive maintenance point of 
view. Level II is indicated in yellow on maps and charts. 

III 
Early Action Phase: A state in which the function of a road or bridge 
may be impaired and action should be taken at an early stage. Level III is 
indicated in red on maps and charts. 

IV 
Urgent Action Phase: A state of impaired or likely impaired function 
that warrants urgent action. Level IV is indicated in black on maps and 
charts. 

Unknown No data entry status. Unknown is shown in gray on maps and charts. 

Region 
Area names of 

Yamaguchi 
Prefecture 

Location of the facility. By selecting the name of an area in the area list, 
you can display information about bridges in the specified area (multiple 
selections are possible). 

Roads 

Name of each 
road in 

Yamaguchi 
Prefecture. 

The name of the route on which the facility is located. Bridge 
information for a given road can be displayed by selecting a road name 
from the road list (multiple selections are possible). 

Office 

Name of each 
office in 

Yamaguchi 
Prefecture 

Management offices of the facility. By selecting the office name in the 
office list, you can display information about the bridges for which the 
specified office is responsible (multiple selections are possible). 

 

5. CONCLUSIONS 
In this paper, the authors have proposed a method for the effective conversion of data accumulated by 

municipalities for periodic inspections of infrastructure into open data and presented an example of its use. Taking 
into account the level of expertise of municipal employees and the circulation of open data on the Internet, 
applications were developed to convert data from Excel, which municipal employees usually use in their work, 
into machine-readable data, and to make the data available on the Internet using Web API. These developments 
will enable the regular inspection data accumulated annually to be released as public data at an earlier stage. 

It is also expected to stimulate data utilization outside of road management agencies and the development 
of various software to improve maintenance and management. For example, visualization is used as an example 
of data utilization in this paper, but if a large amount of data is available from various road management agencies, 
it is expected to improve the accuracy of damage trend analysis and deterioration prediction. Furthermore, if these 
methods can be turned into software and made available on the Internet through Web API, it is possible to create 
new services. These methods can then be transformed into software and made available on the Internet through 
Web API. 

Currently, in this study, only the open data of the open data system is provided via web API. As a future 
plan, this study proposes a concept of a SLP, which aims to provide developers with a simple way to search for 
APIs, thereby accelerating the development and promotion of applications. It can also better manage the web APIs 
that have already been made public, ensuring the quality and accuracy of the data. At the same time, SLP can also 
provide functional web APIs. In addition, in order to publish and use the open data of each road management 
organization as big data, it is necessary to manage the IDs of structures and components, and to standardize the 
data structures published in JSON format. 
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Abstract: Construction pollution (e.g., dust, noise, and vibration) is a critical issue that must be addressed by 
every party in building renovation projects. Real-time data on noise, dust, and vibration parameters need to be 
collected and analyzed to issue prompt warnings when certain thresholds are exceeded. Comprehensive data 
management can promote site conditions that are environmentally friendly for construction workers and building 
users. In this paper, we develop a digital twin that combines a building information modeling (BIM) model with 
a behavioral model for real-time construction pollution monitoring and control. The real-time noise, dust, and 
vibration data is collected via sensors, and transmitted and integrated with an as-is/as-planned BIM model by the 
Internet of Things (IoT) technology. The proposed platform allows project supervisors to detect construction 
pollution problems in building renovation projects instantaneously. This paper also designs the common data 
environment (CDE) of the digital twin. It delineates the structure and components of the database associated with 
construction pollution monitoring and control. An actual renovation project of the auditorium at the Faculty of 
Engineering, Chulalongkorn University is used to illustrate the proposed digital twin platform. 

 
Keywords: As-is BIM models, As-designed BIM models, Building renovation project, Common Data 
Environment (CDE), Construction pollution, Digital twin, Internet of Things (IoT) 

 
1. INTRODUCTION 

When undertaking construction in urban areas, it is often unavoidable that site works will impact 
neighboring homes and businesses. High-end lodging establishments, museums, and apartment complexes often 
use information gathered by instruments to ensure that nearby construction is within acceptable limits and will 
not negatively impact their business or their guests (Zou et al., 2020). Even though most municipalities have 
rules to prevent these abuses, construction firms are ultimately responsible for monitoring their sites to ensure 
that no one is harmed. Construction superintendents, building owners, and neighbor dwellers need to address 
indoor air quality and vibration issues during new construction and renovation projects. Construction workers 
and other employees are also exposed to poor indoor air quality in these projects. Thus, on-site construction 
environmental monitoring can help control the behavior of project stakeholders in terms of pollutant emissions 
and environmental protection (Hong et al., 2019; Zhong et al., 2022). Noise, dust, and vibration are common 
pollutions in building renovation projects. They can have a crucial impact on the health, safety, and well-being 
of building occupants, as well as the surrounding community (Chennamsetty & Ravikumar, 2022). Construction 
activities emit various sizes of particulate matter, including total suspended particles (TSP), particulate matter 10 
(PM10), and particulate matter 2.5 (PM2.5), in liquid or solid form during different construction phases. These 
particles can pose serious health risks to workers and nearby residents, particularly PM2.5, which can penetrate 
deeper into the lungs than larger particles (Rosman et al., 2019; Segersson et al., 2017). 

Several Internet of Things (IoT)-related technologies have been developed to evaluate and monitor 
various parameters of air quality in an effort to mitigate air pollution problems. Saini et al. (2021) showed that 28 
studies (70%) encompassed an indoor thermal comfort assessment, 26 studies (65%) involved CO2 sensors, and 
12 studies (30%) investigated CO sensors. In addition, they concluded that 77.5 percent of the analyzed literature 
lacks calibration specifications, and that 39.4 percent of sensors lack accuracy specifications. Using 5G wireless 
networks and blockchain, Han et al. (2019) proposed a platform for measuring an air pollution index in real-time. 
Chennamsetty and Ravikumar (2022) designed an IoT-based air pollution monitoring system that uses internet to 
monitor air quality and sounds alerts when the air quality falls below a predetermined threshold. Alam et al. 
(2018) developed an IoT-based application for real-time gas, sound, dust, and temperature detection. This system 
can be connected to a web via Wi-Fi, a customer's tablet, or a smart phone via an android application. Zhao et al. 
(2020) reviewed the fundamental characteristics of the IoT by comparing and analyzing radio frequency 
identification (RFID), machine-to-machine (M2M), and sensor networks. They then proposed an intelligent and 
multifunctional monitoring platform for reducing air pollution. Past research works monitored dust, noise, and 
vibration on construction sites using various instruments such as sound level meters (Mellert et al., 2008; Zou et 
al., 2020), vibration meters, dust monitors, and IoT-based monitoring systems (Trigona et al., 2022; Zou et al., 
2020). 

Integrating IoT and sensors with building information modeling (BIM) can create a real-time pollutant 
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monitoring system in the form of a digital twin. In the real world, dynamic non-geographic and geographic asset 
data usually does not correspond to documentation managed by building owners (Teicholz, 2013). BIM benefits 
are proved in the whole life cycle of a building (Kasim et al., 2016; Matejka et al., 2016). Applying BIM to FM 
includes documentation, quality control (Kim et al., 2014), construction monitoring (Likhitruangsilp et al., 2022), 
life cycle cost analysis (Likhitruangsilp et al., 2020), energy management (Hong et al., 2019; Kim et al., 2018), 
space management (Abrishami et al., 2020; Lucas, 2018), retrofit planning (Broderick et al., 2017; Hammond et 
al., 2014), as well as design and fabrication (Tuvayanond & Prasittisopin, 2023). Well-structured, up-to-date 
building information can reduce errors and financial risks through data management, cost calculation, and 
renovation progress tracking (Gökgür, 2015). Using BIM can increase the consistency of information and reduce 
data waste in construction information management (Likhitruangsilp et al., 2020). BIM databases are dynamic 
and integrated. We can combine a design model (geometrical and non-geometrical data) with a behavioral model 
(change management) to enable real-time model information coordination, resulting in better-coordinated design 
and construction changes (Menassa, 2021). Time-series sensing data such as energy and water consumption, 
temperature, CO2 emissions, occupancy, electricity usage, and humidity can be collected to measure energy 
performances in the O&M phase (Ahankoob et al., 2019; Hajian et al., 2009). Collected data can serve as a legal 
defense against challenges to service operations. Sensor data can also be used for real-time energy simulation 
and monitoring with statistical data handling methods. One of the most pressing questions in the field of building 
digital twin is how BIM can be used to assess the viability of different approaches to retrofitting existing 
buildings (Zhao et al., 2021). To achieve this, BIM models must be able to manage both static and dynamic data. 
The Common Data Environment (CDE) can be used by all parties involved to store, share, manage, and process 
information. The concept of CDE was originally proposed in BSI (2007) and BSI (2013). CDE-based 
management delineates information format, structure, classification, and attribute names for metadata (BSI, 
2018). There are discrepancies between the CDE for as-is renovation projects and new construction projects or 
projects with BIM models from the design stage, including the Level of Development (LOD) of the BIM model, 
information exchange processes, and data types. 

In this paper, we develop the CDE of a BIM-based digital twin for real-time construction pollution 
management in building renovation projects. The main objective of using BIM, sensors, and IoT for pollution 
monitoring in renovation projects is to create a comprehensive and integrated view of the construction site that 
allows real-time monitoring and control of pollution impacts such as noise, dust, and vibration. This can be 
achieved by collecting and analyzing data from various sensors and then integrating the dynamic data with the 
BIM model, which creates the digital representation of a construction site. This representation can then be used 
to optimize construction processes, minimize environmental impacts, and ensure that construction activities 
comply with environmental regulations. Additionally, the integration of BIM and digital twin for pollution 
monitoring can enhance the collaboration between stakeholders, leading to more efficient decision-making 
during the construction phase. The development of an IoT system for real-time construction pollution 
management in building renovation projects using a BIM-based digital twin is also a promising solution for 
sustainable construction practices. The system allows real-time monitoring and management of construction 
pollution, promotes sustainable construction practices, and provides valuable data for further analyses. 

 
2. RESEARCH METHODOLOGY 

Figure 1 displays the five steps of this research: (1) a comprehensive literature review, (2) data gathering 
through interviews, (3) identification of BIM requirements for the database in CDE, (4) design of a digital twin 
for real-time construction pollution management in building renovation projects, and (5) validation of the 
proposed system through a case study, as well as drawing conclusions and recommendations. The first step 
involves conducting a comprehensive literature review on online and printed articles related to construction 
pollution management, BIM, digital twins, and IoT technology. This literature review provides a theoretical 
foundation for the development of the proposed digital twin. Two rounds of in-person interviews were conducted 
to gather data concerning renovation projects and identify the components of construction pollution management 
system. In the first round of interviews, the emphasis was directed towards the present state of construction 
pollution management. The discussions encompassed the hurdles and constraints encountered in executing these 
practices, the existing CDE, as well as the life cycle of information within a construction renovation project. In 
the second round of interviews, an attention was directed towards the application of BIM technology, the digital 
twin concept, and its potential to enhance construction pollution management. Subsequently, all data gathered 
was synthesized and analyzed to establish the fundamental parameters that are incorporated into a noise, dust and 
vibration monitoring workflow within a CDE with the owner as the authorized party. The BIM requirements for 
the database of the proposed digital twin were identified based on these parameters. To validate the proposed 
system, a case study is investigated involving developing a digital twin for construction pollution management. 
The entire research process draws conclusions on the objectives achieved, and recommendations are made for 
future research in this area. To illustrate its efficacy and practicality, the proposed digital twin for real-time 
construction pollution management is applied to the renovation project of the Faculty of Engineering auditorium, 
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located at Building 3, Faculty of Engineering, Chulalongkorn University, Bangkok, Thailand. This system is 
called ACU-PM. Due to time constraints and the greater health impact of PM2.5 particles compared to that of 
PM10, this research focuses on PM2.5. This decision is based on the serious health consequences associated 
with prolonged exposure to PM2.5, including respiratory and cardiovascular diseases, lung inflammation, heart 
disease, lung cancer, and stroke. While PM10 is also a major concern in the construction industry, the PM2.5 
impact is essential to ensure effective pollution management and protect human health (Rahman et al., 2019). 

 

  
 

Figure 1. Research Methodology 
 
In this research, an as-built BIM model is referred to as a BIM model that represents the final state of the 

building after construction, which may include additional information such as equipment specifications, 
maintenance records, and operating manuals. This model consists documentation, non-geometrical information 
and geometrical information defining the delivered project. However, since the project owner of the case study 
did not have the as-built drawings or as-built BIM models of the existing auditorium, we created a federated 
BIM model by combining the as-is BIM model generated from the scan-to-BIM technique using point cloud data 
and the as-designed BIM model generated from the CAD file of the designer for this renovation project. An 
as-designed BIM model is referred to a BIM model that represents the design intent of the building created by 
the design team during the pre-construction phase. Meanwhile, an as-is BIM model is referred to a BIM model 
that represents the current state of the building, including any modifications or changes made after construction. 
Creating an as-is BIM model is a process of 3D reconstruction, which requires data collection equipment to 
collect 3D spatial data, which is subsequently used to generate a 3D representation of the object’s appearance.  

To effectively manage construction pollution of this renovation project, a real-time, dust-noise-vibration 
monitoring system was developed by employing sensor devices installed at various locations on the site to detect 
the pollution. After testing the system, the hardware and software of the IoT system were set up. Six sensor 
devices were installed at different locations, as shown in Figure 2. As can be seen, each device consists of a 
cluster of sensors for detecting dust, noise, vibration, and air quality. The codes of these sensors consist of two 
parts. The first part is the name of the sensor cluster. The second part defines the location of the vibration sensor. 
For example, 2W is the sensor system number 2, which is attached to a wall to measure the wall (W) vibration 
during construction. 4G is the sensor system number 4, which is attached to a floor to measure the ground floor 
(G) vibration during construction. In this study, the sensors primarily collected data associated with the 
demolition activities. Each sensor was assigned with a specific number and to a location based on the criteria 
outlined in Table 1. The sensor placement strategy involved positioning sensors at both boundary and center of 
the construction site to provide comprehensive monitoring of the demolition activities and enable the detection 
of any potential issues.  

The ACU-PM system developed in this study was built from Arduino IDE and various sensors for noise, 
dust, and vibration monitoring such as the grove loudness sensor, grove vibration sensor, grove air quality sensor 
v1.3, and sharp GP2Y10 dust sensor PM2.5, which can be connected using an ESP32 Node MCU USB – C 
CH340 and Breadboard Power Module MD-102. The collected sensor data can be transmitted over Wi-Fi to 
Hivemq, which is a message broker for the MQTT protocol and can then be forwarded to Node-RED for 
processing. Node-RED, which is a visual programming tool for IoT devices, can transform the sensor data into 
JSON format and send it to Firebase for real-time storage and analysis. Additionally, the data can be sent to a 
computer server in CSV format for further analysis. The JSON file can then be used in software like Autodesk 
Forge to develop the CDE of a BIM-based digital twin. When the sensor data is integrated with the BIM model, 
6D BIM is used for energy analysis. This digital twin can enable real-time monitoring and management of 
construction pollution, promoting sustainable construction practices and reducing the negative impact on the 
environment. In this study, both static and dynamic data were managed via the BIM model in the digital twin 
platform, which was created based on interoperability and integrability considerations.  
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Figure 2. Six sensors devices installed on the ground floor and the second floor of the auditorium 
 

Tables 2 and 3 show the examples of the design values for the data analysis and the trigger setting for 
the ACU-PM. In Thailand, the allowable levels of noise, dust, and vibration in a construction project are 
regulated by the Ministerial Regulation- Specification about the standard of administration and operation in 
respect of Occupational Safety and Health about heat, light and sound BE 2559 (2016). Noise level standards for 
construction activities vary depending on several factors such as the location and type of construction activity. In 
particular, the noise levels near residential areas must not exceed 70 dB(A) during the daytime and 60 dB(A) at 
night. Notification of the National Environment Board, No.15, B.E.2540 (1997) sets two additional criteria for 
steady and fluctuation noise, with the maximum levels of Lmax less than 115 dB(A) and Leq 24 hr less than 70 
dB(A), respectively. The employer must control the noise level to prevent the employees from being exposed to 
noise in the workspace where the peak sound pressure level of impact or impulse noise exceeds 140 dB or being 
exposed to continuous steady noise of more than 115 dB(A). The weighted equivalent continuous sound level 
(Leq) must be monitored and maintained below 75 dB(A) for an 8-hour period and below 70 dB(A) for a 
24-hour period as stipulated by the Notification of the Ministry of Natural Resources and Environment, 
B.E.2548 (2005). These standards are crucial in protecting the health and well-being of workers and minimizing 
the impact of construction activities on surrounding communities. According to the Notification of National 
Environmental Board No. 10, B.E 2538 (1995) and the Notification of the National Environment Board, No.37, 
B.E.2553 (2010), the auditorium is classified as "Building Type 2." 

 
3. RESULTS 

Figure 3 depicts the CDE, which was developed for the ACU-PM system of this renovation project. In 
this CDE, we can see an integrated project information model, which every party in the project team can access 
at the same time and in real-time. Real-time pollution management involves monitoring and controlling the 
emission of particulate matter and other pollutants during construction activities to ensure the safety and 
well-being of workers and nearby residents. This CDE allows all stakeholders, including designers, contractors, 
and clients, to share project information and data using a centralized platform. By integrating real-time pollution 
data into the CDE, stakeholders can access and analyze the data in real-time, enabling them to make informed 
decisions and take appropriate measures to mitigate the risks associated with particulate matter emissions. This 
information can be shared across the project team and used to adjust construction activities, such as modifying 
construction schedules or altering work methods to reduce the emission of pollutants. As can be seen, this CDE 
structure is quite different from that of a new construction project in several aspects. In a new project, the CDE is 
usually established from the beginning and is a complete representation of the design, construction, and 
operation of the building. In a renovation project, however, the existing building conditions, infrastructures, and 
systems need to be taken into account, which can be more complex and challenging. The as-is BIM model for a 
renovation project typically requires more detailed information about the existing building conditions, including 
the location and condition of existing structures, systems, and equipment. This information is used to create a 
digital twin of the existing building, which can be compared to the design information for the renovation project 
to identify any potential conflicts and ensure that the renovation project is feasible. Another difference is that the 
CDE for a renovation project needs to be updated and maintained over the course of the project as changes to the 
existing building are made, and the design of the renovation project evolves. This requires the close 
collaboration between the design team and the construction team to ensure that the CDE remains accurate and 
up-to-date throughout the project.  

From the project owner's perspective, 6D and 7D BIM can be valuable tools for pollution management 
during construction activities. By including pollution data in the 6D BIM model, the owner can monitor and 
manage pollution levels in real-time, allowing for an early intervention to reduce pollution and maintain a safe 
environment for workers and nearby residents. In 7D BIM, facility management data is integrated into the BIM 
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usually established from the beginning and is a complete representation of the design, construction, and 
operation of the building. In a renovation project, however, the existing building conditions, infrastructures, and 
systems need to be taken into account, which can be more complex and challenging. The as-is BIM model for a 
renovation project typically requires more detailed information about the existing building conditions, including 
the location and condition of existing structures, systems, and equipment. This information is used to create a 
digital twin of the existing building, which can be compared to the design information for the renovation project 
to identify any potential conflicts and ensure that the renovation project is feasible. Another difference is that the 
CDE for a renovation project needs to be updated and maintained over the course of the project as changes to the 
existing building are made, and the design of the renovation project evolves. This requires the close 
collaboration between the design team and the construction team to ensure that the CDE remains accurate and 
up-to-date throughout the project.  

From the project owner's perspective, 6D and 7D BIM can be valuable tools for pollution management 
during construction activities. By including pollution data in the 6D BIM model, the owner can monitor and 
manage pollution levels in real-time, allowing for an early intervention to reduce pollution and maintain a safe 
environment for workers and nearby residents. In 7D BIM, facility management data is integrated into the BIM 

 

model, allowing the project owner to monitor and manage the building's performance over its life cycle. This 
includes data on energy consumption, water usage, waste management, and maintenance schedules. By 
incorporating pollution data into the 7D BIM model, the owner can maintain a comprehensive record of 
pollution levels during the construction phase, as well as the performance of the building's pollution control 
systems. This information can be used to identify areas for improvement and ensure compliance with 
environmental regulations. 

 
Table 1. Sensors fitting locations 

Sensor Fitting criteria 
Noise 
sensor 

To ensure accurate measurements, the noise sensor must be placed in a free field at a minimum 
distance of one meter away from any reflective façade or barrier. Additionally, the sensor 
should be installed at a height of approximately 1.2 to 1.5 meters above the ground level. 

Dust 
sensor 

The dust sensors should be positioned in a clear and unobstructed location, several meters away 
from large structures that could disrupt the airflow, and open to the sky without any 
overhanging trees or structures. Ideally, the air inlet should be mounted between 1.5 to 4 meters 
above the ground level. To ensure the directivity of the pollution, it is typical to have at least 
one dust and noise monitor on each boundary of the construction site. 

Vibration The fitting of the vibration sensor should adhere to the relevant works, standards, and 
guidelines, which may necessitate the installation of multiple measurement points. The sensor 
itself must be securely attached to a rigid surface, such as a wall, floor, or heavy metal plate. 

Cluster 1 This cluster is located on the ground floor outside, in front of the construction site. A vibration 
sensor has been attached to the wall to monitor the vibration of the outer wall. This wall is 
particularly vulnerable to vibration due to the construction works, dismantling of the site, and 
knocking down of wall panels at various locations in the corridor area where a significant 
amount of foot traffic passes. The sensor has been carefully positioned to ensure accurate 
readings and to comply with the required standards and guidelines. The door leading to this area 
is kept always closed to minimize the impact of external factors on the sensor readings. 

Clusters 
2,3,4 

This cluster is situated on the construction site's ground floor, and measurement devices are 
placed in boundary and center positions. The selected areas are known to be significantly 
impacted by high levels of dust and noise, which can pose a severe risk to the health and safety 
of the workers on site. As such, these sensors are critical in monitoring and controlling pollution 
levels, providing valuable insights to aid in the management of construction site safety. 

Cluster 5 In the steel processing area of the construction site, this cluster has been installed with a 
vibration sensor attached to the wall. This open area is particularly prone to generating noise 
and dust that can significantly impact the surrounding environment.  

Cluster 7 A vibration sensor has been attached to the wall to monitor the vibration of the outer wall. This 
cluster is focused on areas where high dust and noise levels can significantly impact workers' 
health and safety on site. By monitoring these areas, the cluster aims to provide valuable data 
that can be used to inform better occupational health and safety practices. 

 
Table 2. Design of pollutants trigger for vibration  

Area Frequency (Hertz) Velocity (mm/s) 
Building type 2 

 
Vibration Case 1 

2.1 Foundation or ground floor of building f ≤ 10 5 
10 < f ≤ 50 0.25f + 2.5 

50 < f ≤ 100 0.1f + 10 
f > 100 20 

2.2 Top floor of building Every 15* 
2.3 Each building floor Every 20** 

 
Remark:  
f = Frequency of vibration at the time of peak particle velocity is expressed as hertz 
* = Standards specified for peak particle velocity on the horizontal axis 
** = Standards specified for peak particle velocity on the vertical axis 
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Table 3. Design of pollutants trigger for ambient air standard on construction site 
Pollutants Average Standard 

Carbon monoxide (CO) 1h Not exceed 30 ppm. (34.2 mg/m3) 
8h Not exceed 9 ppm. (10.26 mg/m3) 

Nitrogen Dioxide (NO2) 
1h Not exceed 0.17 ppm. (0.32 mg/m3) 

1 year Not exceed 0.03 ppm. (0.057 mg/m3) 
PM-2.5 
(Particulate Matter Ø < 2.5 µm) 

24h Not exceed 0.05 mg/m3 (50 µg/m³) 
1 year Not exceed 0.025 mg/m3 (25 µg/m³) 

 
To develop the ACU-PM system, it is necessary to have a database that contains all necessary 

information about the construction site. This includes the location of the site; the sensors used to monitor dust, 
noise, and vibration levels; and the data collected by these sensors. To create a digital twin from an as-is BIM 
model, we first gathered and input the relevant data into the BIM model. This data includes the existing physical 
structure and systems such as architectural plans, engineering drawings, and asset management data. This data 
can then be used to create a virtual replica of the physical building, including its geometry, spatial relationships, 
and systems. This virtual replica can be updated and modified as needed throughout the project to reflect 
changes and updates to the physical building. The creation of the as-built BIM can be achieved by updating the 
digital twin with information collected during construction. This can include data from field inspections, 
construction progress photos, and as-built drawings. This information can be used to update the virtual model to 
reflect the actual physical conditions of the building after construction is completed. The goal is to create a 
comprehensive and accurate representation of the building, which can be used for maintenance, operation, and 
future renovation. The BIM database is designed to meet the level of development (LOD) requirements 
necessary for effectively monitoring and managing construction pollution. In this study, we designed the 
federated BIM model with LOD 300 and 350. The BIM model mainly focuses on architectural and structural 
elements, as shown in Figure 4.  

The key parameters included in the noise, dust and vibration monitoring workflow of this CDE include 
sensor data, location data, time and dates when data was collected, analysis data, and visualization data. Data 
analysis and visualization are critical for effective pollution management. Data analysis involves examining 
sensor data such as trend analysis, threshold alerts, and predictive modeling. Data visualization encompasses 
processes to create visualizations of the collected data such as graphs, charts, and maps, as shown in Figure 5. 
These tools are essential for interpreting the data and making informed decisions about pollution management 
strategies. The sensor data is sent to the MTTQ broker, with node-red, real-time monitoring and control enabled 
by feeding sensor data into the digital twin, as shown in Figure 6. The concept of digital twin (DT) in Autodesk 
Forge refers to the creation of a virtual model of a physical building or asset that can be used to simulate and 
monitor its performance in real-time. By integrating data from various sources such as sensors, BIM models, and 
other systems, the DT provides a comprehensive view of the building's behavior and enables real-time 
monitoring and management of various aspects, including pollution levels. In the context of real-time pollution 
management, the DT can be used to monitor and analyze the behavior of the building's pollution control systems, 
as well as the environmental conditions inside and outside the building. By integrating sensor data into the 
ACU-PM, the system can provide real-time information on pollution levels, enabling early intervention to reduce 
pollution and maintain a safe environment for workers and nearby residents.  

Federated BIM models can also be integrated into the ACU-PM system, providing a comprehensive 
view of the building's design and construction. This enables real-time monitoring and management of 
construction activities, allowing for early identification of potential sources of pollution and proactive measures 
to mitigate pollution levels. The preliminary results show that the data collected by the sensors on the renovation 
site consistently exceeds the regulations. The real-time monitoring of the pollution levels on the site is crucial for 
effective pollution management. Autodesk Forge, web API, and Firebase allow real-time monitoring of data 
collected from sensors, providing both the project owner and the contractor with up-to-date information on the 
pollution levels on the site. 

 
4. DISCUSSION 

While traditional dashboards can be useful for monitoring dust, noise, and vibration levels in a 
renovation project, they do not provide the same level of detail and insight as a BIM-enabled digital twin 
platform. This platform enables stakeholders to create a highly detailed 3D model of the building and its systems, 
including the location of sensors and other monitoring devices. This model can also be used to simulate different 
scenarios and assess the potential impact of construction activities on dust, noise, and vibration levels in 
real-time. In addition, the digital twin platform can be integrated with other building systems and sensors, 
providing stakeholders with real-time data on building performances and environmental conditions. This data 
can be used to optimize building performances, reduce energy consumption, and identify potential issues before 
they become major problems. Furthermore, the BIM-enabled digital twin platform can be used to manage the 
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Pollutants Average Standard 

Carbon monoxide (CO) 1h Not exceed 30 ppm. (34.2 mg/m3) 
8h Not exceed 9 ppm. (10.26 mg/m3) 

Nitrogen Dioxide (NO2) 
1h Not exceed 0.17 ppm. (0.32 mg/m3) 

1 year Not exceed 0.03 ppm. (0.057 mg/m3) 
PM-2.5 
(Particulate Matter Ø < 2.5 µm) 

24h Not exceed 0.05 mg/m3 (50 µg/m³) 
1 year Not exceed 0.025 mg/m3 (25 µg/m³) 

 
To develop the ACU-PM system, it is necessary to have a database that contains all necessary 

information about the construction site. This includes the location of the site; the sensors used to monitor dust, 
noise, and vibration levels; and the data collected by these sensors. To create a digital twin from an as-is BIM 
model, we first gathered and input the relevant data into the BIM model. This data includes the existing physical 
structure and systems such as architectural plans, engineering drawings, and asset management data. This data 
can then be used to create a virtual replica of the physical building, including its geometry, spatial relationships, 
and systems. This virtual replica can be updated and modified as needed throughout the project to reflect 
changes and updates to the physical building. The creation of the as-built BIM can be achieved by updating the 
digital twin with information collected during construction. This can include data from field inspections, 
construction progress photos, and as-built drawings. This information can be used to update the virtual model to 
reflect the actual physical conditions of the building after construction is completed. The goal is to create a 
comprehensive and accurate representation of the building, which can be used for maintenance, operation, and 
future renovation. The BIM database is designed to meet the level of development (LOD) requirements 
necessary for effectively monitoring and managing construction pollution. In this study, we designed the 
federated BIM model with LOD 300 and 350. The BIM model mainly focuses on architectural and structural 
elements, as shown in Figure 4.  

The key parameters included in the noise, dust and vibration monitoring workflow of this CDE include 
sensor data, location data, time and dates when data was collected, analysis data, and visualization data. Data 
analysis and visualization are critical for effective pollution management. Data analysis involves examining 
sensor data such as trend analysis, threshold alerts, and predictive modeling. Data visualization encompasses 
processes to create visualizations of the collected data such as graphs, charts, and maps, as shown in Figure 5. 
These tools are essential for interpreting the data and making informed decisions about pollution management 
strategies. The sensor data is sent to the MTTQ broker, with node-red, real-time monitoring and control enabled 
by feeding sensor data into the digital twin, as shown in Figure 6. The concept of digital twin (DT) in Autodesk 
Forge refers to the creation of a virtual model of a physical building or asset that can be used to simulate and 
monitor its performance in real-time. By integrating data from various sources such as sensors, BIM models, and 
other systems, the DT provides a comprehensive view of the building's behavior and enables real-time 
monitoring and management of various aspects, including pollution levels. In the context of real-time pollution 
management, the DT can be used to monitor and analyze the behavior of the building's pollution control systems, 
as well as the environmental conditions inside and outside the building. By integrating sensor data into the 
ACU-PM, the system can provide real-time information on pollution levels, enabling early intervention to reduce 
pollution and maintain a safe environment for workers and nearby residents.  

Federated BIM models can also be integrated into the ACU-PM system, providing a comprehensive 
view of the building's design and construction. This enables real-time monitoring and management of 
construction activities, allowing for early identification of potential sources of pollution and proactive measures 
to mitigate pollution levels. The preliminary results show that the data collected by the sensors on the renovation 
site consistently exceeds the regulations. The real-time monitoring of the pollution levels on the site is crucial for 
effective pollution management. Autodesk Forge, web API, and Firebase allow real-time monitoring of data 
collected from sensors, providing both the project owner and the contractor with up-to-date information on the 
pollution levels on the site. 

 
4. DISCUSSION 

While traditional dashboards can be useful for monitoring dust, noise, and vibration levels in a 
renovation project, they do not provide the same level of detail and insight as a BIM-enabled digital twin 
platform. This platform enables stakeholders to create a highly detailed 3D model of the building and its systems, 
including the location of sensors and other monitoring devices. This model can also be used to simulate different 
scenarios and assess the potential impact of construction activities on dust, noise, and vibration levels in 
real-time. In addition, the digital twin platform can be integrated with other building systems and sensors, 
providing stakeholders with real-time data on building performances and environmental conditions. This data 
can be used to optimize building performances, reduce energy consumption, and identify potential issues before 
they become major problems. Furthermore, the BIM-enabled digital twin platform can be used to manage the 

 

entire life cycle of a building from the design, construction, operation and maintenance (O&M) stages. This 
allows stakeholders to make more informed decisions about building design and construction and to optimize 
building O&M plans to reduce life-cycle costs and improve performance over time. 

 

 
 

Figure 3. CDE of the digital twin of the case study  
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Figure 4. Federated BIM model used for the ACU-PM system: (a) Point-cloud model, (b) As-is BIM model, (c) 
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Figure 5. Dashboard on node-red – Cluster 1 
 

Figure 6. Real-time construction pollution 
management by ACU-PM on Autodesk Forge 

 
The main difference between the conventional CDE and the CDE of the proposed ACU-PM system is 

that our system is designed to support digital creation and management. In the proposed CDE framework, 
stakeholders can store and manage data related to the building's physical characteristics, sensor data, and 
simulation results. With the BIM-based digital twin, the ACU-PM system serves as a tool for visualizing and 
analyzing necessary data to support decision-making. Regarding dust, noise, and vibration management 
specifically, the proposed system can store data related to the building's existing conditions and the proposed 
renovation scenarios. It can also simulate the impacts of these scenarios on dust, noise, and vibration levels and 
provide insights into potential mitigation strategies. In addition, the system enables the collaboration between 
different stakeholders involved in dust, noise, and vibration management such as the project owner, the 
contractor, the design team, and the building management team. In order to manage the emission of particulate 
matter on a construction site, it is important to implement effective time management practices and establish a 
schedule for construction activities. Additionally, baseline data should be collected to measure PM2.5 levels and 
map the distribution of PM2.5 emissions from the construction site. By using this baseline data, it is possible to 
create models to predict PM2.5 emissions during construction activities.  

It should also be noted that the CDE for a digital twin can also support the ongoing maintenance and 
performance optimization of renovated buildings. By storing data related to the building's ongoing performances 
such as energy consumption, indoor air quality, and occupant comfort, the CDE can be used to identify areas 
where improvements should be made and optimize the building's performance over time. Furthermore, the 
proposed system can also support the use of emerging technologies such as artificial intelligence (AI) and 
machine learning (ML) to analyze data and make predictions about the building's performances. 

Adopting an as-is BIM model and an as-designed (i.e., new design after renovation) BIM model can 
enhance the efficacy of construction pollution management of building renovation projects. As-is BIM models 
provide stakeholders with detailed and accurate views of existing buildings and their systems. This can be used 
to identify potential issues and constraints during the planning and design phase of the renovation project. By 
analyzing as-is BIM models, they can determine the potential impacts of construction activities on the 
surrounding environment and develop appropriate responsive strategies. As-designed BIM models can be used to 
simulate the construction process and assess the potential impacts of dust, noise, and vibration on the 
surrounding environment. This can help stakeholders identify potential issues before they actually occur and 
develop strategies to mitigate them. We can also use as-designed BIM models to optimize construction methods 
and materials as well as reduce the potential impacts of construction activities on the environment. Even though 
adopting as-is and as-designed BIM models cannot provide as complete information as as-built BIM models can, 
they can still provide valuable information for stakeholders to make informed decisions and optimize the 
construction process to minimize their impacts on the surrounding environment. 

 
5. CONCLUSION 

Both as-is and as-built BIM models in the digital twin can provide stakeholders with a comprehensive 
view of renovation projects and allow them to monitor the potential impacts of construction activities on the 
environment in real-time. This can ensure that construction projects be completed successfully and with minimal 
impacts on the surrounding environment. Designing a digital twin for real-time construction pollution 
management in building renovation projects can mitigate the impacts of pollution in various aspects. By 
providing a real-time monitoring function, the digital twin can be used to monitor construction activities in 
real-time, which can identify potential sources of pollution such as dust, noise, and vibration. Stakeholders can 
take an immediate action to mitigate the impact of pollution on the environment. Besides, the proposed digital 
twin can be used to simulate the construction process and predict the potential impact of pollution on the 
environment. However, several challenges must be addressed to realize the full benefit of the proposed digital 
twin, including the accuracy and reliability of data collection and management, the integration with other 
systems and stakeholders, and effective communication and collaboration. Thus, possible improvements on 
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enhance the efficacy of construction pollution management of building renovation projects. As-is BIM models 
provide stakeholders with detailed and accurate views of existing buildings and their systems. This can be used 
to identify potential issues and constraints during the planning and design phase of the renovation project. By 
analyzing as-is BIM models, they can determine the potential impacts of construction activities on the 
surrounding environment and develop appropriate responsive strategies. As-designed BIM models can be used to 
simulate the construction process and assess the potential impacts of dust, noise, and vibration on the 
surrounding environment. This can help stakeholders identify potential issues before they actually occur and 
develop strategies to mitigate them. We can also use as-designed BIM models to optimize construction methods 
and materials as well as reduce the potential impacts of construction activities on the environment. Even though 
adopting as-is and as-designed BIM models cannot provide as complete information as as-built BIM models can, 
they can still provide valuable information for stakeholders to make informed decisions and optimize the 
construction process to minimize their impacts on the surrounding environment. 

 
5. CONCLUSION 

Both as-is and as-built BIM models in the digital twin can provide stakeholders with a comprehensive 
view of renovation projects and allow them to monitor the potential impacts of construction activities on the 
environment in real-time. This can ensure that construction projects be completed successfully and with minimal 
impacts on the surrounding environment. Designing a digital twin for real-time construction pollution 
management in building renovation projects can mitigate the impacts of pollution in various aspects. By 
providing a real-time monitoring function, the digital twin can be used to monitor construction activities in 
real-time, which can identify potential sources of pollution such as dust, noise, and vibration. Stakeholders can 
take an immediate action to mitigate the impact of pollution on the environment. Besides, the proposed digital 
twin can be used to simulate the construction process and predict the potential impact of pollution on the 
environment. However, several challenges must be addressed to realize the full benefit of the proposed digital 
twin, including the accuracy and reliability of data collection and management, the integration with other 
systems and stakeholders, and effective communication and collaboration. Thus, possible improvements on 

 

designing and implementing a digital twin for real-time construction pollution management in building 
renovation projects include developing reliable and efficient data collection and management systems, 
introducing the integration of the digital twin with other systems and stakeholders, and improving 
communication and collaboration among stakeholders. Additionally, it is necessary to investigate how to assess 
the effectiveness of digital twins in reducing the environmental impacts of construction activities, including their 
impacts on cost and schedule performances, as well as how to identify best practices for their implementation. 
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Abstract: In recent years, digital twin has been attracting attention toward the realization of smart cities. In Japan, 
the Ministry of Land, Infrastructure, Transport and Tourism is promoting Project PLATEAU to construct a 3D 
urban model from photographs and point cloud data collected by aerial survey. The current 3D urban model faces 
the problems of collecting data on indoor spaces and areas shaded by street trees, which aerial survey is unable to 
obtain, and of collecting data on local deformations. These problems may be solved by utilizing point cloud data 
measured simply with inexpensive equipment. In this study, we improved the registration method and verified 
whether or not different point cloud data obtained by simplified measurement can complement each other. In the 
experiment, we registered point cloud data measured with a mobile terminal, which is one of the simplified 
measurement methods, using a transformation matrix calculated by an existing method, to complement the missing 
parts. As a result, it was proved that different sets of point cloud data obtained by two different applications of the 
mobile terminal allow complimenting the missing parts of the respective cloud data with each other. The 
experimental results suggest the applicability of point cloud data obtained by mobile terminals to complement 3D 
urban models. 
 
Keywords: 3D urban model, Point cloud data, Voxel, GICP, Point cloud registration 
 
1. INTRODUCTION 

In recent years, digital twins have been attracting attention towards building smart cities that utilize ICT 
and IoT. Digital twin is a mechanism for measuring in real time information on urban activities such as the 
movement of people and vehicles in the physical space and environmental information such as changes in weather 
and vegetation to utilize for simulation and analysis in the cyberspace. In Japan, various local governments are 
building digital twins of cities in order to utilize them for efficient urban development and provision of new 
services (Tokyo Metropolitan Government, 2021a). 

In Japan, the Ministry of Land, Infrastructure, Transport and Tourism (MLIT) has been promoting the 
development and utilization of digital twins, working on the development of a 3D urban model in an open format, 
"Project PLATEAU" (MLIT, 2020). The 3D urban model of PLATEAU is created from 2D maps such as the basic 
urban planning map, aerial survey data obtained by public surveys and so on, and the basic urban planning survey 
data on building digital twins (MLIT, 2022). In specific, photos and point cloud data measured by aerial laser 
profilers and oblique cameras are used. While aerial survey is able to efficiently measure a wide area, it is unable 
to measure the point cloud data on the indoor space or the areas shaded by buildings and street trees. Consequently, 
a detailed 3D urban model that covers all over Japan has not yet been built. Another problem for 3D urban models 
is how to collect 3D information on the parts of deformation caused by construction works or natural disasters. 
For example, in the Virtual Singapore, a project led by the National Research Foundation, Singapore (Government 
of Singapore, 2021), the 3D urban model built from aerial survey data has not been updated since 2017 due to the 
technical problems mentioned above in addition to administrative problems. (Tokyo Metropolitan Government, 
2021b). 

Acquisition of point cloud data requires expensive equipment such as laser scanners, and specialized 
knowledge is also needed for measurement and data processing. In recent years, however, the cost reduction of 
measurement equipment and technological innovations such as AI have made it possible to acquire point cloud in 
a simplified way with mobile terminals and other devices (Imai et al., 2023; Ben et al., 2020). Given this 
background, the preparation to collect a large amount of 3D information in urban spaces is in order, and the next 
challenge is to establish a method for integrating and managing the large amount of 3D information to be collected. 
To integrate separately measured point cloud data, it is necessary to register the unique coordinate systems of the 
respective point cloud data into a single coordinate system. If point cloud data can be registered to the coordinate 
system in real space, it can be applied to visualization on the digital twin or complementing the existing 3D urban 
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model. Generally, point cloud registration can be achieved by using algorithms to minimize the distance between 
point cloud data such as Iterative Closest Point (ICP) (Szymon and Marc., 2001) and Generalized Iterative Closest 
Point (GICP) (Aleksandr et al., 2009). The registration of point cloud data using the ICP algorithm is also a 
standard feature in the point cloud data processing software CloudCompare. However, depending on the initial 
position and shape of the point cloud data, a problem of falling into a local solution may occur, which obstructs 
accurate registration. As a solution to this problem, we devised in this study a method to perform GICP on the 
point cloud data by applying the extracting process of the overlapped parts based on manually set initial position 
as well as the downsampling process using voxels. From the above, the purpose of this study is to verify whether 
or not it is possible to mutually complement point cloud data obtained by simplified measurement using the 
improved registration method.  

 
2. METHOD 

In the proposed method, two preprocessing processes of "extraction of overlapped parts" and 
"downsampling" are applied to the point cloud data to be registered in order to improve the accuracy of registration 
and the efficiency of calculation of the transformation matrix (Figure 1). In this paper, the point cloud data with 
coordinates that are the basis for registration is referred to as "target point cloud data" and the point cloud data to 
be registered as "source point cloud data". 
 

 
 

Figure 1. Flow of calculating the transformation matrix 
 

2.1  Extraction Process of Overlapped Parts 
In this method, in order to treat local solutions, the position and rotation of the source point cloud data are 

manually adjusted on the target point cloud data using CloudCompare, a software program for processing point 
cloud data. Then, the vertex coordinates of bounding boxes of both data are obtained, and a new cuboid is generated 
at the point where the two bounding boxes overlap in 3D. The overlapped parts are extracted from both target- and 
source- point cloud data by obtaining only the points that are contained within the cuboid. 
 
2.2  Downsampling Process 

When processing a large number of points, neighboring point search is a bottleneck. In this method, the 
Voxel grid is utilized for downsampling of the point cloud data to improve the efficiency of neighboring point 
search. A voxel grid is created in the bounding box of point cloud data with arbitrary length on one side. For 
downsampling, data is processed so that the number of points in each voxel grid becomes at most one by replacing 
the points in each voxel grid with the centroid of all points contained inside. The downsampling process is applied 
to both target and source point cloud data. 
 
2.3  Calculating the Transformation Matrix 

GICP is adopted for the transformation matrix. GICP is an algorithm that extends ICP and is a registration 
method that, in addition to the point location information used in ICP, uses a covariance matrix to consider the 
local geometric structure of the two-point groups. By obtaining the normal information for each point, GICP 
improves the matching accuracy. The transformation matrix calculated by GICP is a 4-by-4 matrix that provides 
translations and rotations of the 3D coordinates of each point. This method uses point cloud data to which the 
overlap extraction and downsampling processes have been applied to calculate the transformation matrix and 
register the source point cloud data to the target point cloud data. 
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3. EXPERIMENT 
The source point cloud data, with the initial position given by CloudCompare, is registered by applying 

the proposed method and conventional GICP. In 3.1, we describe the measurements and details of the point cloud 
data used in this process. In 3.2, we describe the details of the application method and the indicators used to 
evaluate the results. In 3.3, we describe the registration results for the respective methods of calculating the 
transformation matrix. In 3.4, we describe the complementing results from the complementary point cloud data to 
which the preprocessing method with the voxel grid of 0.05 m was applied. 
3.1  Measurement of Point Cloud Data 

iOS applications were used to obtain the point cloud data. The measurement device used is iPhone 13 Pro 
Max sold by Apple Inc. Two applications, Scaniverse and Polycam, were used (Table 1). Figure 2, Figure 3, and 
Table 2 show the target environment, obtained point cloud data, and the details respectively. The target point cloud 
data was obtained roughly using Scaniverse, covering a relatively large area. The source point cloud data was 
measured in detail by measuring the missing parts of the target point cloud data twice separately using Polycam. 
Figure 3 and Table 2 show that the point cloud data used for the target point cloud measures a wider area than the 
source point cloud data, but there is only a difference of 20,000 to 30,000 points between the two. Therefore, as 
shown in Fig. 4, there are differences in the shape of the point cloud data acquired by different measurement 
applications, even if the point cloud data measured the same points. Figure 4 also shows that the point cloud data 
measured with the iPhone is distorted even on flat surfaces, such as the ground surface and the side of a vending 
machine. 
 

Table 1. Applications used 

Application Provider Version at the time of 
measurement 

Scaniverse Toolbox AI 1.6.1 
Polycam Polycam Inc. 3.0.8 

 

 
 

Figure 2. Photos of the surrounding area 
 

 
 

Figure 3. Measured point cloud data 
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Table 2. Details of point cloud data 
Point cloud data Applications used Number of Points (points) 

Target point cloud data Scaniverse 183,132 
source point cloud data 

(Vending machine) Polycam 164,180 

source point cloud data 
(Trash can) Polycam 147,940 

 

 
 

Figure 4. Comparison of cross sections of target and source point cloud data 
 
3.2  Application of Methods and Evaluation Methods 

In this experiment, the source point cloud data was registered with the voxel grid used for downsampling 
set to 0.05 m, 0.10 m, 0.15 m and 0.20 m. The accuracy is evaluated by comparing the results with the registration 
results using from CloudCompare's ICP and GICP. The evaluation items include quantitative distance of the point 
cloud data after registration, cross-sectional shape confirmed by visual inspection, and processing time. For 
evaluating the distance of the point cloud data, the average value of the M3C2 distance, which indicates the 
distance between each point and its neighboring point. The M3C2 distance is computed for every point within the 
source point cloud data subsequent to registration, serving as an assessment of the registration outcome. Put 
differently, the target and source point cloud data, utilized in the evaluation of the M3C2 distance, do not undergo 
down-sampling; instead, they encompass the identical quantity of points as those obtained during the measurement 
process. As indicated in Section 3.1, the point cloud data measured with the iPhone exhibited distortions. Therefore, 
we consider that not only quantitative indicators but also visual evaluation was necessary. Consequently, in the 
evaluation of the cross-section, we used the registration results of a vending machine as an example and visually 
checked the cross-section of the point cloud data in the two orientations of the X-axis and Y-axis directions. The 
processing time is the time required to calculate the transformation matrix, which is an evaluation indicator aimed 
at verifying the improvement in efficiency of the neighbor search by downsampling. 
3.3  Registration Results for Each Calculation Method of Transformation Matrix  

The number of points in the target and source point clouds after the application of downsampling is shown 
in Table 3. Table 3 demonstrates that the number of points in the point cloud data after the application of 
downsampling is significantly reduced compared to the point cloud data before the application of downsampling, 
as shown in Table 2. 

The M3C2 distances for each method of calculating the transformation matrix are shown in Table 4. From 
Table 4, the M3C2 distances for the non-ICP methods were smaller than those for the initial position. Comparing 
the results of the devised method with those of the GICP, the registration of both vending machine and trash can 
point cloud data was more accurate than that of the GICP when the voxel grid used for downsampling was 0.10 
m. The vending machine point cloud data was more accurate than that of the GICP when the voxel grid used for 
downsampling was 0.10 m. The registration results for the vending machine point cloud data did not outperform 
the GICP registration accuracy when a voxel grid other than 0.10 m was used. In the registration of the trash can 
point cloud data, the registration results slightly exceeded the GICP accuracy when a voxel grid of 0.20 m was 
used in addition to 0.10 m. The registration results using CloudCompare's ICP function were slightly better than 
the GICP accuracy when a voxel grid of 0.20 m was used. The results of the registration using the ICP function of 
CloudCompare show that the distances between the point clouds are larger than those of the original point cloud 
data, confirming that the registration is less accurate. 

In the evaluation of the M3C2 distance, the registration results from the method that successfully reduced 
the M3C2 distance and the cross-section of each point cloud data after registration are shown in Figure 5. Figure 

・ Target point cloud data
・ Source point cloud data

Legend
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・ Target point cloud data
・ Source point cloud data

Legend

5.A shows that in all cases, the source point cloud data can be registered in the correct position. As shown in 
Figures 5.B and 5.D, in the cross-section of the ground surface, in both cross-sections along the X- and Y-axes, 
the voxel grid with a 0.10 m distance as evaluated by the M3C2 method has the closest points to the target point 
cloud. On the other hand, as shown in Figs. 5.C and 5.E, there are cases where the voxel grid is closer to the target 
point cloud than the voxel grid of 0.10 m, such as in the cross-section of the vending machine.  

Table 5 shows the calculation time of the transformation matrix. From Table 5, it is confirmed that the 
processing time of the proposed method is about 1 to 2 second shorter than that of the conventional GICP for both 
of the two source point cloud data. This indicates that the downsampling process using a voxel grid has a certain 
effect in improving the efficiency of the nearest neighbor search 

 
Table 3. Number of points after downsampling 

Source point cloud data Applied method Target point cloud 
(points) 

Source point cloud 
(points) 

Vending machine 

Proposed method (0.05m) 4,826 7,651 
Proposed method (0.10m) 1,304 2,077 
Proposed method (0.15m) 607 861 
Proposed method (0.20m) 420 477 

Trash can 

Proposed method (0.05m) 2,512 3,390 
Proposed method (0.10m) 671 872 
Proposed method (0.15m) 335 395 
Proposed method (0.20m) 197 208 

 
Table 4. M3C2 Distance  

Source point cloud data Applied method Average of M3C2 distance 
(cm) 

Vending machine 

Before Registration 2.14 
ICP (Cloud Compare) 5.58 

GICP 1.05 
Proposed method (0.05m) 1.34 
Proposed method (0.10m) 1.01 
Proposed method (0.15m) 1.36 
Proposed method (0.20m) 1.48 

Trash can 

Before Registration 3.44 
ICP (Cloud Compare) 12.23 

GICP 1.49 
Proposed method (0.05m) 1.56 
Proposed method (0.10m) 1.18 
Proposed method (0.15m) 1.74 
Proposed method (0.20m) 1.43 
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Figure 5. Registration Results of Vending Machine 

 
Table 5. Comparison of calculation time for transformation matrix 

Source point cloud data Applied method Processing time (seconds) 

Vending machine 

GICP 3.48 
Proposed method (0.05m) 2.55 
Proposed method (0.10m) 2.63 
Proposed method (0.15m) 1.92 
Proposed method (0.20m) 1.96 

Trash can 

GICP 3.64 
Proposed method (0.05m) 2.23 
Proposed method (0.10m) 2.32 
Proposed method (0.15m) 1.75 
Proposed method (0.20m) 1.76 

 
3.4  Results of Complementing the Missing Parts  

From the previous section, the use of a voxel grid of 0.10 m allows registration with an accuracy higher 
than that of the GICP. The results of complementing the target point cloud data with two source point cloud data 
sets registered using a 0.10 m voxel grid are shown in Figure 6. Figure 6 indicates that the side and top surfaces of 
the vending machine, which were missing in the target point cloud data, as well as the detailed shape of the trash 
can were successfully complemented. 
 

A. Registration result B. Groundline (X-axis) C. Vending Machine (X-axis)

・ Target point cloud data
・ Proposed method (0.05 m)
・ Proposed method (0.10 m)
・ Proposed method (0.15 m)
・ Proposed method (0.20 m)
・ GICP

Legend

D. Groundline (Y-axis) E. Vending Machine (Y-axis)
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D. Groundline (Y-axis) E. Vending Machine (Y-axis)

 
 

Figure 6. Result of complementation of target point cloud data 
 
4. DISCUSSION 

Comparison of the registration results of the devised method with existing methods shows that the 
quantitative evaluation of the registration of the entire point cloud data by the M3C2 distance indicates that the 
registration is more accurate than the GICP when using a voxel grid of 0.10 m. There are two possible reasons for 
the improved accuracy despite the reduction in the number of points used to calculate the transformation matrix 
due to downsampling. The first is that the two-point cloud data sets were measured by different applications: as 
indicated in Section 3.1, point cloud data acquired by different measurement applications have different point 
densities and shapes for each application, even when measuring the same location. In the proposed method, by 
downsampling the point cloud data, the point density and shape characteristics between the target and source point 
cloud data are brought closer, which may have resulted in successful registration. The second point relates to the 
distortion in the point cloud data measured with the iPhone: from Section 3.1, the point cloud data measured with 
the iPhone tends to be slightly distorted, even on a flat surface, unlike point cloud data measured with high-
precision equipment. Therefore, the downsampling method of obtaining the centroid may have reduced the effect 
of irregular distortions in the point cloud data and improved the registration accuracy. In addition, the fact that the 
evaluation of the cross-section by visual inspection is partially inconsistent with the evaluation using the M3C2 
distance is thought to be due to the distortions occurring in the point cloud data. On the other hand, the 
downsampling of this method uses the center of gravity of the point cloud data in the voxel grid as a new point, 
which may change the geometrical characteristics of the point cloud data due to downsampling. Therefore, it is 
considered that the smaller voxel grids accurately reflect the distribution characteristics of the original point cloud 
data, and the larger the voxel grid, the less accurate the registration. Tables 2 and 3 show that downsampling 
significantly reduces the number of points in the target and source point cloud data. Therefore, it is considered that 
the larger the voxel grid used for downsampling, the more difficult it becomes to preserve the geometrical 
characteristics of the original point cloud data. Indeed, when the voxel grid exceeds 0.15 m, the accuracy is inferior 
to that of the Generalized Iterative Closest Point (GICP) method. The registration accuracy also diminishes when 
employing a voxel grid of 0.05 m, compared to a grid of 0.10 m. As illustrated in Table 3, the point cloud data 
downsampled using the 0.05m voxel grid has approximately quadruple the number of points as the 0.10m voxel 
grid. This implies that each voxel grid contains fewer points when subjected to downsampling. It further suggests 
that a voxel grid must contain an ample number of points to mitigate the effects of distortion in the point cloud 
data. Therefore, a voxel grid of 0.10m proves optimal for preserving the geometrical characteristics of the original 
point cloud data while minimizing distortion effects, which is a notable characteristic of point cloud data measured 
with the iPhone. The devised method took approximately 1 to 2 seconds less processing time than the GICP in 
registering approximately 150,000 point cloud data acquired over an area of approximately 3 m. The processing 
time of the devised method was approximately 1 to 2 seconds shorter than that of the GICP. This means that voxel-
grid downsampling outperforms existing methods in terms of accuracy and processing time. Moreover, since this 
experiment evaluated the registration of different sets of point cloud data with each other within a narrow area, 
such as installations in an urban space, it is necessary to make verification using point cloud data with a large 
number of points, such as promenades and indoor spaces in an urban space. 

In the experiment, quantitative evaluation of the accuracy of registration suggested the possibility that 
point cloud data obtained by simplified measurement using a mobile terminal may help to collect 3D information 
on the missing parts. The importance of this partial complementation by point cloud data does not lie in the 
accuracy of the measurement data, but in the capability of reflecting information about what is where in real time 
on the 3D urban model. Unlike buildings and civil engineering structures that are already in place on PLATEAU, 
installations such as vending machines and trash cans are moved, removed, or newly built with high frequency. 
Therefore, in order to improve the accuracy of real-time analysis on the digital twin, it is necessary to establish a 
method to efficiently collect and complement the missing parts of 3D information from aerial surveys with simple 
measurements. 
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5. CONCLUSIONS 
In this study, in order to efficiently calculate the transformation matrix made by GICP, we applied overlap 

extraction and voxel grid downsampling as preprocessing to the point cloud data used for registration. As a result, 
we succeeded in improving the processing efficiency while maintaining the accuracy of the existing GICP, proving 
that it is possible to complement the missing parts between point cloud data obtained by simplified measurement 
with a mobile terminal. From the above, it is made clear that point cloud data obtained in a simple way with a 
mobile terminal can be utilized as a means of collecting 3D information about the missing parts of indoor space 
and aerial survey data, which has been a challenging issue in building 3D urban models. 

Since aerial survey data is originally used in PLATEAU, we would like to use the point cloud data 
obtained by the aerial laser profiler or aerial photogrammetry as the target point cloud data to verify whether or 
not the point cloud data obtained in a simplified way can be used to complement the data. Furthermore, it is 
necessary to utilize point cloud data over a wider area to clarify the conditions under which this method can be 
applied. Based on these verifications, we will build up a mechanism to efficiently collect a large amount of point 
cloud data and establish a method to reflect the results of complementation on the actual 3D urban model. 
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Abstract: This paper presents a traffic noise evaluation system based on geometrical acoustic theory. The 
computation of noise level is performed by the geometric acoustic theory. In order to investigate the validity and 
efficiency of the method, the present method is applied to several traffic noise problems. The computed results are 
compared with the measurement results. The present system is useful for planning and designing tool for various 
transportation facilities in an urban area, and also for consensus building for designers and the local residents. 
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1. INTRODUCTION 

The evaluation of traffic noise is very important for planning and designing of various transportation 
facilities in an urban area. There have been presented a number of evaluation methods for noise simulation. Based 
on the frame of reference used, those methods can be classified into two categories: 1) Methods based on the 
geometrical acoustic theory and 2) Methods based on acoustic wave theory. Both methods have advantages and 
disadvantages. For the methods based on the geometrical acoustic theory, the CPU time is very short but the 
numerical accuracy is low comparing with the methods based on the acoustic wave theory. On the other hand, the 
method based on the acoustic wave theory gives accurate solution but the simulation becomes a large scale 
simulation. In the conventional studies, the computed noise level is described by the visualization using computer 
graphic such as iso-surface. Although the visualization is a powerful tool to understand the distribution of noise, 
it is difficult to recognize the noise level intuitively. 

The authors have developted a noise evaluation system based on the geometric acoustic theory using 
virtual reality (VR) technology (Tajika et al., 2009, Shibata et al., 2010, Tanigawa et al., 2014, kashiyama et al. 
2015, Ishida et al., 2016, Kinoshita et al., 2017). The system exposes to the users the computed noise level with 
both the auditory information using sound source signal and the visual information using CG image. In order to 
investigate the validity and efficiency of the method, the present method is applied to several traffic noise problems. 
The computed results are compared with the measurement results in VR space. The present system is useful for 
planning and designing tool for various transportation facilities in an urban area, and also for consensus building 
for designers and the local residents.  

This paper presents a traffic noise evaluation system using VR technology, and introduces examples of 
verification of the validity and effectiveness of this system through its application to actual noise problems on 
roads, railways, and aircraft. . 
 
2. VR ENVIRONMENMENTS 

The large scale visualization system based on virtual reality can be classified into two types; head mount 
display (HMD) and cave automatic virtual environment (CAVE). Each system has merit and demerit. In this study, 
we employed a CAVE system since it is easy to share the common VR space with multiple people.  

 

         
 

Figure 1. CAVE system                         Figure 2. Device of VR system 
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Figure 1 shows a CAVE system “HoloStage” of Chuo University. This system is composed of three large 
and flat screens and high-performance projectors corresponding to the screen. The front and side screens are trans 
missive ones and the bottom screen is reflective one. The user wears the liquid crystal shutter glasses as shown in 
Figure 2 (a), which are synchronized to the computer display through infrared emitters alternating the left and right 
eye viewpoint at 120 Hz. The user can change the magnification of the VR system and move to the arbitrary 
position using the controller as shown in Figure 2 (b). This system has 7.1ch sound system in order to create the 
stereoscopic sound field as shown in Figure 2 (c). The user’s motion is captured by a motion tracking system 
“VICON” as shown in Figure 2 (d), which is the optics type motion tracking system. The positions of makers fitted 
to shutter glasses and controller are tracked by the tracking system. 

 
3. NOISE EVALUATION SYSTEM 
3.1 System Overview 

Figure 3 shows the flow chart of this system. As input data, we set the driving conditions of automobiles, 
railway vehicles, aircraft, etc., the acoustic power level of sound sources, and the geometric shapes of structures 
and sound barriers. Also, in each time loop, the position of the sound source and the user (sound receiving point) 
in the VR space are obtained from the tracking device. Then, using those information, the noise level at the user's 
position in the VR space is calculated by a model based on geometric acoustic theory; ASJ RTN-Model 2018 
(Research Committee of Road Traffic Noise in the Acoustical Society of Japan, 2019). 

In the visualization part, 3D cars, railway vehicles, aircraft and target areas are drawn on each screen by 
the stereoscopic image. On the other hand, in the auralization section, the caluculation of sound pressure is 
performed and the stereophonic sound are presented by speacker using the acoustic programming software MAX. 
Sharing of visualization and auralization information is performed by UDP/IP communication. 

 

 
 

Figure 3. Flowchart of the present system 
 
3.2 Npise Source 

In this system, in order to calculate the temporal change of the noise level, the calculation formula of the 
point sound source is used by the ASJ model. The sound sources of automobiles and aircraft are set at the engine 
position, and the sound sources of railway vehicles are set on the bogie. In the case of railroad noise, the impact 
sound generated from the joints of railroad tracks is also taken into consideration. 

 
3.3 Acquisition of Sound Source Data and Conversion to Stationary Sound 

In order to implement the sound source data for auralization in the VR system, we collected the sound 
source data from the actual running and flying. 

The stationary sound is created by extracting the minute time interval data passing through the front of 
the installed sound level meter and connecting them. At that time, in order to remove the discontinuity of the sound 
generated at the joint, the phase is shifted and synthesized. Also, since the sound source data acquired by the sound 
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In this system, in order to calculate the temporal change of the noise level, the calculation formula of the 
point sound source is used by the ASJ model. The sound sources of automobiles and aircraft are set at the engine 
position, and the sound sources of railway vehicles are set on the bogie. In the case of railroad noise, the impact 
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3.3 Acquisition of Sound Source Data and Conversion to Stationary Sound 

In order to implement the sound source data for auralization in the VR system, we collected the sound 
source data from the actual running and flying. 

The stationary sound is created by extracting the minute time interval data passing through the front of 
the installed sound level meter and connecting them. At that time, in order to remove the discontinuity of the sound 
generated at the joint, the phase is shifted and synthesized. Also, since the sound source data acquired by the sound 

level meter includes distance attenuation, processing is performed to remove the effect. (Tanigawa et al. 2014). 
  
3.4 Acoustic Calculation by Geometric Acoustic Theory 

In this system, the ASJ model is employed for the calculation of sound pressure level. The A-weighted 
sound pressure level at the observation point (at the user's position) is given by the following equation. 

 

   𝐿𝐿𝐿𝐿𝐴𝐴𝐴𝐴,𝑖𝑖𝑖𝑖 = 𝐿𝐿𝐿𝐿𝑊𝑊𝑊𝑊𝐴𝐴𝐴𝐴,𝑖𝑖𝑖𝑖 − 8 − 20 log10 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 + ∆𝐿𝐿𝐿𝐿𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑 + ∆𝐿𝐿𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑑𝑑𝑑𝑑  (1) 

 

Where LWA is the sound power level of the sound source, the second and third terms denote the geometric diffusion, 
ri is the distance in a straight line between observer and sound source positions, ∆𝐿𝐿𝐿𝐿𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑  is the correction concerning 
with the directivity of sound source,  ∆𝐿𝐿𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑑𝑑𝑑𝑑  is the correction concerning with attenuation factors (attenuation 
caused by diffraction, grand effect, atmospheric absorption and so on). 

 
In case that it is necessary to consider plural sound propagations such as direct sound, reflection and 

diffraction sounds (see Figure 4) , the A-weighted sound pressure level at observer’s position is computed as: 
 

                                 𝐿𝐿𝐿𝐿𝐴𝐴𝐴𝐴 = 10 log �∑ 10
𝐿𝐿𝐿𝐿𝐴𝐴𝐴𝐴,𝑖𝑖𝑖𝑖
10

𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖𝑖0 � (2) 

 
where imax is the number of the sound propagations, LA,i is the sound pressure level corresponding the sound 
propagation. In case of the railway noise, it is necessary to handle multiple sound sources for one trainset as shown 
in Figure 5. Figure 6 shows the directivity for noise source of railway, which is given by the following formula. 

 
                             ))9.01.0((coslog10 10 φθ +=∆ ・n

dir  (3) 
 

Here, n is a parameter related to directivity, and θ is the horizontal angle and φ  is the vertical angle from the 
point closest to the running line seen from the observation point (see Figure 6). 

 

 
 

Figure 4 Computation using ASJ RTN-Model 2008 
 

 
Figure 5. Source location of railway noise 
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Figure 6. Directivity of railway noise 
 
3.5 Acoustic Control of VR Equipment Using MAX 

In this system, Max is used to construct a stereophonic field in VR space. Auralization of traffic noise is 
performed by loudspeaker control by Max using the computed sound pressure level. For the volume to be 
reproduced, the computed sound pressure level at the observation point is sent to Max using OSC (Open Sound 
Control), and based on that value, the speaker volume and stereophonic sound are controlled. The ambisonics 
method (Ward et al., 2001), which is based on the spherical harmonic expansion method, is used to construct the 
stereophonic field. 
 
4. APPLICATION EXAMPLE 
4.1  Application to Road Traffic Noise 

The present system is applied to the mixed traffic simulations with various type of vehicle as shown in 
Figure 7: case A is a plain rord, case B is a plain road with a viaduct road. The following simulation conditions 
are employed, vehicle speed: 100 km/h, type of pavement: drainage pavement, passage years of pavement: 0 year 
(new pavement). Figure 8 shows the scene that the observer uses the system. The computed results are compared 
with the measured results by the noise level meter as shown in Figure 9.  

 

   
(a) Case A: plane road                     (b) Case B (plain road with a viaduct road) 

 
Figure 7. Mixed traffic simulation 

 

   
 

Figure 8. Observer uses the system                 Figure 9. Observation of sound pressure 
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(a) Case A: plane road                    (b) Case B (plain road with a viaduct road) 
 

Figure 10. Comparison of computational and measured results 
 

Figure 10 (a) shows the comparison of computed and observed results for case A. From this figure, it  
can be seen that the computational results are good agreement with the measurement, and the traffic noise level is 
reduced by the effect of noise barrier. Figure 10 (b) shows the comparison of computed and observed results for 
case B. In this figure, the computed results without a viaduct road are added in order to investigate the effect of 
viaduct road. From this figure, it can be seen that the computational results are good agreement with the 
measurement, and the traffic noise level is increased by the effect of viaduct road.  
 
4.2  Application to Aircraft Noise 

In order to verify the validity of the aircraft noise system, the present method is applied to two aircraft 
noise problem taking off from Tokyo International Airport (Haneda Airport) as shown in Figure 11. 

In case 1, an aircraft (Boeing 737-8) taking off from runway C of Haneda Airport is targeted, and the 
actual measurement results and calculation results are compared at Jonanjima Seaside Park on the opposite shore 
of the takeoff direction (see Figure 11). Figure 12 shows the seen an observer uses the system. For the flight path, 
we used the average of the flight paths for 28 aircraft, and used the 90-degree dipole model for the directional 
model (Ishida et al. 2016). Figure 13 shows a comparison of the sound pressure level of the measured results and 
the calculated results. The slant distance is the distance from the aircraft to the observation point. From the figure, 
it can be seen that the occurrence time of the noise peak shows a good agreement with the actual measurement 
result by considering the directivity. However, it can be seen that a large difference in the sound pressure level 
after the peak. For this reason, examination of directivity models is essential in our future work. 

In case 2, an observer is assumed to be indoors in order to evaluate the soundproofing measures. The 
building model used for the indoor simulation is a rectangular parallelepiped with a depth of 3.6m, a width of 3.6m, 
and a height of 3m. Figure 14 shows a user experiencing noise in a VR space. Figure 15 shows a comparison with 
the measurement results in the VR space. From this figure, it can be seen that the computational results are good 
agreement with the measurement in the VR space above the background noise (approximately 48 dB). 
 

 
 

Figure 11. Comparison of computational and measured results 
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Figure 12. Observer uses the system (case 1)               Figure 13. Comparison of results 
 

   
 

Figure 14. Observer uses the system (case 2)                Figure 15. Comparison of results 
 
 
4.3  Application to railway noise 

As an application example of this railway noise system, we targeted the noise of the Tohoku Shinkansen 
around Oyama Station in Tochigi Prefecture. Figure 16 shows the seen an observer uses the system. The CAD 
model is created using topographical data, building data, track data, etc. issued by the Geospatial Information 
Authority of Japan. 

Figure 17 shows a comparison between the measured values of the running sound of the E2 system and 
the computed results. The running speed of the train at this time was 274 km/h, and the observation point was 7 m 
from the track center (see Figure 5). In Figure 17, n is a coefficient related to directivity in equation (3), and it can 
be seen from the figure that the computed results and the measured values for a directivity coefficient of n=1.0 
show good agreement when a train is approaching. However, the measured sound pressure level after passing the 
Shinkansen is higher than that when approaching, and it can be seen that the directivity is different between the 
front part and the rear part. 
  

   
 

Figure 16. Application to high-speed train                Figure 17. Comparison of results 
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Figure 18. Application to magnetic levitation high-speed railways 
 

We are currently studying the application of this system to magnetic levitation high-speed railways as 
shown in Figure 13. The results will be shown at the presentation. 
 
5. CONCLUSION 

This paper has been presented a traffic noise evaluation system and investigated its applicability to road, 
railway and aircraft noise. 

This system can calculate various traffic noises in real time based on geometric acoustic theory, and 
present the calculation results as sounds in the VR space using actual sound source data. Since this system can be 
applied to various traffic noises with different sound source data, it can be effectively used in the planning and 
design stages of new traffic facilities and soundproofing works. In addition, it can be expected to be an effective 
tool for obtaining consensus with residents. 

We plan to investigate the directivity of the sound source and various correction terms in order to improve 
the accuracy of the system in our future work. 
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Abstract: Wireless Sensing Network (WSN) development in a household level has emerged smart home device 
with benefit of affordable cost, user friendly interface, easy entry in initial stage, has accelerated the widespread 
of smart building. Digital Twin (DT), a digital counterpart of physical object for monitoring, analysis, simulation, 
etc., has been use in manufacture, healthcare, building. DT building studies, integration of BIM and IoT data from 
WSN in virtual building platform, has create new possibility in operation and maintenance phase of smart building, 
with a real world demonstrator in Aalto university and Cambridge university, which emerge a DT system 
architecture, a framework for constructing DT building from the technical perspective. However, the existing 
framework is not compatible with smart home devices adoption in smart building since the lack of physical details 
of device installation on-site and various building data management. An inclusive DT framework with smart 
building involvement would increase the practicality of DT building development. According to the literature 
review on the existing DT framework and OSI reference model, the international standards of computer networks, 
this study proposes 6 layers of DT framework which clarify the whole details of DT development from the physical 
smart building to its digital counterpart. Based on the framework, a real world demonstrator, Pine and Grass 
building, DT was implemented in smart building development to improve the building aspect of well-being, 
performance, safety with smart home devices. The result provides the clarification in each layer, benefit and 
limitation of smart home device adoption in DT development, to improve understanding of DT building for 
building owner and building admin, an initiator and end users of DT building, which accelerate widespread of DT 
technology in the field of smart building. 
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1. INTRODUCTION 

Digital Twin (DT) is a concept of creating digital companions of the physical object in digital format to 
serve as the virtual representation for monitoring, analysis, simulation, etc. (Grieves & Vicker, 2017; Stanford-
Clark & Frank-Schultz, 2022) The development of Internet of Things (IoT) recently, DT has been applied in many 
industries such as smart cities, health care, manufacturing. (Fuller et al., 2020) Building Information Modeling 
(BIM), a digital representation of the building process to facilitate the exchange and interoperability of information 
in digital format (Lee, 2022) has play a role as an IoT data management middleware in the field of smart building 
and smart cities. (Deng et al., 2021) The accomplished DT buildings with real world demonstrator has been done 
in a campus building, by developing DT platform with the integration of BIM and IoT data from Wireless Sensing 
Network (WSN), and real time application for building monitoring to enhance Building Management System 
(BMS) in Aalto university and Cambridge university. (Dave et al., 2018; Lu et al., 2020) 

Smart home device, a life related IoT enabling device to utilize in a household level. (Li et al., 2021; 
Ricquebourg et al., 2006) With the benefit from affordable cost and user friendly interface, smart home devices 
have accelerated the widespread of smart building, both new building and existing building without BMS. 

However, compare with the accomplished case in Aalto university and Cambridge university, the aspect 
of smart home device adoption for smart building development might be difference, since the existing building 
might not deploy BMS, and the adoption could transform the whole building into smart building with DT 
technology. 

This study aims to create an inclusive framework for DT building development, by comparing the existing 
DT framework with Open Systems Interconnection (OSI) reference model, the common ICT framework, to 
identify a problem of the existing framework in case of smart home device adoption in the building without BMS 
in section 2.2, and propose DT building framework in section 3, with a real-world DT demonstrator to proof of 
concept in section 4. 

The clear framework with a real-world demonstrator in this study, reveal the benefit and limitation of 
smart home device adoption in DT development, to improve understanding of DT building for building owner and 
building admin, initiator and end user of DT building, which accelerate widespread of DT technology in the field 
of smart building.   
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2. LITERATURE REVIEW 
2.1 Smart Home Device for Smart Building Development 

The concept of smart homes is to utilize residence as a platform, integrating life-related facilities and 
devices via taking advantage of a range of techniques including wiring, computers, network service, automated 
control, security systems, and multimedia to build a smart and efficient residential facility. (Ricquebourg et al., 
2006) With the IoT development, smart home provider has integrated hardware, software systems and cloud 
computing platforms to eradicate the barriers and risks of smart home adoption such as financial consideration, 
technology anxiety, etc. (Li et al., 2021) e.g., Ikea home smart (Ikea, 2023), Philips hue smart lights (Philips-hue, 
2023). However, there is a complication in deploying smart home devices from multiple providers since each 
provider usually offers their own platform, 613 IoT platforms were available on the market in 2021. (IoTAnalytics, 
2021) The previous study in 2021 reveal that BIM has a capability to connect with the real time sensing data for 
building environment monitoring and management in any phases of the building life cycle (Deng et al., 2021), 
and also an open platform to interoperability of information (Lee, 2022), indicated that DT building from BIM 
and IoT integration has a potential to established smart building with smart home devices.  

 
2.2 Analysis on DT System Architecture 

According to the review of related studies, 2 papers of a real world DT experimental study in the whole 
building scale were found. The selected papers were the DT platform development with BIM and IoT integration 
with the physical sensing data from WSN to enhance BMS in the existing building in (Case1) Aalto university and 
(Case2) Cambridge university, with a difference in a context of development e.g., objective, enabling technology, 
which affect to the result of studies, a system architecture. While (Case 1) Aalto university was aim to develop 
open communication standard for BIM and IoT integration called O-MI and O-DF with custom WSN devices, has 
define 3 components of development consist of IoT device, back end, front end (Dave et al., 2018), (Case 2) 
Cambridge university was aim to develop system architecture to integrate heterogenous data from Commercial 
Off-the-Shelf (COTS) WSN, has define 5 layers of development consist of data acquisition, transmission, digital 
modeling, data integration, service. (Lu et al., 2020) The existing framework might be fit with DT development 
in a similar context, but not compatible with smart home devices adoption in building without BMS, since IoT and 
DT technology could transform the whole building into a smart machine for living in, physical details of smart 
home device installation on-site and various IoT data management are required. The author has considered the 
OSI reference model for wider perspective, since the model is the highest level of abstraction in the OSI scheme 
by ISO in 1977, to create the international standards of computer networks to utilize its full potential (Day, 1989), 
According to the content analysis of the existing framework, the separation between physical details of device 
from the measured data from device could improve practicality in DT building development specified in Table 1, 
by categorizing smart home device in the building system with its physical condition and the measured data . 
 

Table 1. DT building framework comparison in this study 

OSI Physical Data Network Transport Session Presentation Application 

Case 1 IoT Device (lack of detail) Back End 
(IoT) 

Back End 
(BIM) Front End 

Case 2  Data 
Acquisition Transmission Digital 

Modelling 
Data 

Integration Service 

Proposed 
Framework Physical Data Transmission Digital 

Modelling 
Data 

Integration Application & Service 

Note:  = consists of concrete detail 
 
3. DT BUILDING FRAMEWORK 

According to the analysis on the existing DT framework and OSI reference model, this study proposes 6 
layers of DT framework in the context of smart home device adoption in the building without BMS. 

• (Layer 1) Physical Layer, focuses on specification of device and how it was installed in the building. 
• (Layer 2) Data Layer, clarifies data acquisition from smart home devices in the building system. 
• (Layer 3) Transmission Layer, clarifies data path from the device to the provider. 
• (Layer 4) Data Modelling Layer, focuses on BIM modeling technique for smart home device 

management. 
• (Layer 5) Data Integration Layer, provides a whole picture of data integration in DT building, between 

BIM and IoT.  
• (Layer 6) Application and Service Layer, clarifies the utilization of smart home devices, related to the 

IoT service in DT building. 
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4. DT BUILDING DEMONSTRATOR 
Pine and Grass (PNG) building opened in 2018 for retail and office rent, with basic building 

equipment including lighting system, split type air conditioner, power outlets, magnetic door lock with RFID 
cards for building access. Since the aspect of smart building development in PNG building was focuses on 
well-being, performance, and safety, (p2) IoT Service was designed to achieve the development goal, 
specified in Table 2 and 3 via DT building application on BIM and IoT integration platform. 
 

Table 2. Summary of the designed (p2) IoT service for PNG building 
 
 
 
 
 
 
 
 
 
 
 
(Layer 1) Physical Layer 

This section has clarified smart home devices installation in the building to achieve the requirement of 
(p2) IoT service, in the context of the building without BMS, except network device (device No. 14,20,21), the 
installed devices can be classified into 3 types according to the (p6) Related Device to achieve the objective of 
(p2) IoT Service with 3 kinds of (p7) Power Supply. 

• Stand-alone device, a device that can work to achieve the objective of the service without other related 
device, with (p7) Power Supply from batteries consist of device No. 1,4,5, from DC power consist of 
device No. 2, from AC power consists of device No. 8 and 10. 

• Existing system improvement device, the device that was deployed to operate with the existing device 
to achieve the objective of the service, with (p7) Power Supply from DC power consist of device No. 
7,11,15,18, from AC power consist of device No. 6 and 9. 

• New system installation, the group of installed devices that must be operated together to achieve the 
objective of the service, with (p7) Power Supply from batteries consist of device No. 3 and 12, from 
DC power consist of device No. 17, from AC power consist of device No. 13,16,19. 

 
(Layer 2) Data Layer 

This section has clarified device operation data in PNG building, which can be classified in term of (p3) 
Building System and (p4) Data Connection. While Physical to Virtual (P2V) is the real time measurement data 
from smart home sensors, Virtual to physical (V2P) connection is a command data for smart home actuator.  

• Lighting data, P2V connection is an ambient light data in term of Lux from device No. 2, V2P 
connection are commands data for artificial light control with device No. 8 and 18, and natural light 
control with device No. 11.  

• HVAC data, P2V connection are indoor air temperature data in term of Celsius and humidity data in 
term of percentage of Relative Humidity (RH) from device No. 1, and energy usage data of air 
conditioner in term of kWh from device No. 6, V2P connection is commands data for split type air 
conditioner control with device No. 7. 

• Electrical Power data are P2V and V2P connection thru device No. 10, P2V connection is energy usage 
data of in term of kWh and V2P connection is commands data for the device.  

• Sanitary data, P2V connection is a water leakage detection data from device No. 4. 
• Fire alarm data, P2V connection is a smoke detection data from device No. 3 and outlet overheat 

detection data from device No. 15, V2P connection is commands data for device No. 9 and 12.  
• Building envelopment data, focuses on door and window monitoring, P2V connection are physical 

access control data in term of user id from device No. 16 and QR code id from device No. 17, and 
window status data from device No. 5, V2P connection are command data for device No. 19 to 
automatically open the inner door and device No. 13 to unlock the front door. 
 

(Layer 3) Transmission Layer  
Since the (p2) IoT Service requirement of PNG building covers the whole building operations and more 

than 90 IoT devices were installed in PNG building, mesh Wi-Fi network has been deployed with device No. 21 
for efficient Wi-Fi signal distribution (Saha et al., 2014), for COTS devices from Tuya Smart and custom devices 
from Digital Transformation, data transmission could be clarified by the (p9) Provider and (p8) Communication 

 Smart building aspect 
(p2) IoT Service Well-being Performance Safety 

a) Built environment monitoring     
b) Equipment control and monitoring     
c) Energy management      
d) Smart evacuation     
e) On site notification      
f) Customize space      
g) Smart access     
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Protocol of the devices. 
• For Tuya Smart, device No. 2,6,7,8,11 require Wi-Fi signal for devices operation, device No. 

1,3,4,5,9,10,12,13 has taken the advantage from IEEE 802.15.4 Zigbee 2.4 GHz on zigbee 2.0 protocol, 
since the protocol has been uses to reduce the network load on the router, as it has characteristics suitable 
for the operation of IoT devices with low data transfer rates (Dibley et al., 2015) which need device No. 
14 to send data to Tuya IoT cloud platform via internet. 

• Digital Transformation Co., Ltd. is the IoT solution company, take responsibility for the devices which 
have not been developed into COTS products, consist of device No. 15,16,17,19 with Wi-Fi connection, 
and device No. 18 with Radio Frequency (RF) 2.4 GHz network, which need device No. 20 to send data 
to Digital Transformation server via internet. 

 
Table 3. Summary of smart home devices adoption in PNG building 

 
 
 

No. (p1)  
Friendly Name 

(p2) 
IoT Service 

(p3) 
Building 
System 

(p4) Data 
Connection (p5) 

Value  

(p6) 
Related 
Device 

(p7) 
Power 
Supply 

(p8) 
Proto 
col 

(p9) 
Provider a) b) c) d) e) f) g) P2V V2P 

1 T&H Sensor        HVAC   °C, RH% No Battery Zigbee 

Tuya 
Smart 

2 Light Sensor        Light   Lux No DC WiFi 

3 Smoke sensor        Fire   normal/ 
alarm [12] Battery Zigbee 

4 Water sensor        Sanitary   normal/ 
alarm No Battery Zigbee 

5 Door sensor        Envelope   open/ 
close No Battery Zigbee 

6 Energy meter        HVAC   kWh A/C AC WiFi 

7 IR Controller        HVAC   
on/off, 

°C A/C DC WiFi 

8 Smart Bulb        Light   

on/off,  
0-100, 
color  

No AC WiFi 

9 Smart Switch        Fire   on/off Emergency 
light AC Zigbee 

10 Smart Outlet        Electrical 
Power 

  
on/off, 
kWh No AC Zigbee 

11 Curtain 
Controller 

       Envelope   0-100 Curtain DC WiFi 

12 Siren        Fire   
normal/ 
alarm [3] Battery Zigbee 

13 Magnetic Lock 
Controller 

       Envelope   
open/ 
close 

[17], 
Magnetic 

lock 
AC Zigbee 

14 Zigbee Gateway        Network       DC WiFi 

15 Temperature 
sensor 

       Fire   normal/ 
alarm 

Power 
outlet DC WiFi 

D
igital 

Transform
ation 

16 Face Scanner        Envelope   User id [19] AC WiFi 

17 QR Scanner        Envelope   QR code 
id [13] DC WiFi 

18 LED Controller        Light   

on/off,  
0-100, 

scene id 
LED strip DC RF 

19 Automatic Door        Envelope   
open/ 
close [8] AC WiFi 

20 RF Gateway        Network         DC WiFi 
21 Router        Network         DC   TP-Link 

Note: a) Built Environment Monitoring, b) Equipment Control and Monitoring, c) Energy Management,  
d) Smart Evacuation, e) On Site Notification, f) Customize Space, g) Smart Access 
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(Layer 4) Data Modeling Layer 
According to the amount and complexity of smart home devices installed in PNG building. BIM play a 

role as a device management and coordination tool for contractor and building admin, for an accurate installed 
location on site, via Autodesk Revit (Autodesk, 2022a) BIM software.  

Since the installed device has been classified with (p3) Building System, the device data classification has 
been transferred to model categorization in BIM software, together with unique element id, BIM parameter for 
geometry model identification (Kunkel, 2018), each device model capable to be developed to a virtual device 
(Dave et al., 2018; Lu et al., 2020) in DT building application as shown in Figure 1. 

For user interface development of virtual devices, (p1) Friendly Name and (p5) Value has taken a role in 
design principle. For example, all device in DT application provides a logical naming with a (p1) Friendly Name 
and its location from BIM, devices with (p5) Value in term of Boolean data will be displayed in toggle switch 
style, consist of device No. 3,4,5,7,8,9,10,12,13,15,18,19. 

 
(Layer 5) Data Integration Layer 

This section clarifies BIM and IoT data integration. The real time IoT data of smart home devices 
operation will be connected from each (p9) Provider through an API to BIM server with Hypertext Transfer 
Protocol (HTTP), for data visualization and devices control in 2D and 3D graphical user interface in DT building 
application, via APIs in Autodesk Forge web service [36], which can be classified with (p4) Data Connection. 

• P2V connection of measurement data will be called, using GET method from BIM server with 2 
different calling period, defined by the propose of (p2) IoT Service. While the data for a) Built 
Environment Monitoring, b) Equipment Control and Monitoring, c) Energy Management, real time data 
from device No. 1,2,5,6,10 will be calling from BIM server every 1 minute for storing in database, 
waiting for the calling from BIM server for data display, the data for devices automation in d) Smart 
Evacuation, e) On Site Notification, f) Customize Space, g) Smart access from device No. 3,4,15,16,17 
will be calling from BIM server every 1 second to reassure data recentness, and automatically operate 
the devices in response system even though there is no data calling from the application. 

• V2P connection of smart home actuator command data for devices No. 7,8,9,11,12,13,18,19 will be 
sent from BIM server to the device provider thru API with POST method. BIM server will store only 
command data with successful response returned from device provider, for data display in b) Equipment 
Control and Monitoring as shown in Figure 1.  

 

 
 

Figure 1. Demonstration of virtual device No. 18 in DT building application 
 
(Layer 6) Application and Service Layer 

DT building application is a BIM-based real time web application, in 2D and 3D graphical user interface, 
with cross platform IoT operation to accomplish PNG smart building development goal specified in Table 1. For 
example, in Smart evacuation system, when Smoke sensor detects an abnormality, a notification will be shown in 
the application to specifies location of the incident and smart home devices will automatically response for the 
evacuation assist e.g., green light flashing for evacuation guidance, automatic door opening, magnetic door lock 
disabling. DT application and service in PNG building can be clarified in term of smart home device utilization 
with (p2) IoT Service and (p4) Data Connection. 

• a) Built Environment Monitoring is the indoor physical data display, with P2V connection from devices 
No. 1 and 2. 
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command data with successful response returned from device provider, for data display in b) Equipment 
Control and Monitoring as shown in Figure 1.  
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(Layer 6) Application and Service Layer 

DT building application is a BIM-based real time web application, in 2D and 3D graphical user interface, 
with cross platform IoT operation to accomplish PNG smart building development goal specified in Table 1. For 
example, in Smart evacuation system, when Smoke sensor detects an abnormality, a notification will be shown in 
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evacuation assist e.g., green light flashing for evacuation guidance, automatic door opening, magnetic door lock 
disabling. DT application and service in PNG building can be clarified in term of smart home device utilization 
with (p2) IoT Service and (p4) Data Connection. 

• a) Built Environment Monitoring is the indoor physical data display, with P2V connection from devices 
No. 1 and 2. 

• b) Equipment Control and Monitoring is the virtual device for building equipment and smart home 
devices operation, with P2V and V2P connection from devices No. 3,4,5,6,7,8,10,11,13,15,16,17,18,19. 

• c) Energy Management is the energy consumption data display in each area of the building with P2V 
connection from devices No. 6 and 10.  

• d) Smart Evacuation is the automation of all smart home devices to support fire evacuation, with P2V 
connection from devices No. 3, and V2P connection from devices No. 8,9,11,12,13,18,19.  

• e) On Site Notification is the lighting automation to notify the anomaly situation in unseen place, with 
P2V connection from devices No. 4 and 15, and V2P connection from devices No. 8 and 18. 

• f) Customize Space is the device automation according to the preset scene of each user, when the user 
gets into the area physically, the devices will be adjusted follow the personal configuration, with P2V 
connection from devices No. 16, and V2P connection from devices No. 7,11,18,19. 

• g) Smart Access is the building access control and monitoring system, with P2V connection from 
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Figure 2. Demonstration of smart home devices automation in d) Smart Evacuation 
 
4. DISCUSSION AND CONCLUSION 

Comparing with the existing DT building framework, the separation between physical details of device 
from data acquisition, which originate the 6 layers of DT building framework in this study, could improve 
practicality in DT building development especially in the building without BMS, the details in each layer might 
be difference, according to the end user of the framework shown in Figure 3. 

Well-considered requirement of IoT services for the smart building development should be appeared in 
(Layer 6) Application and Service Layer. The services lead to the proper smart home device deployment, by 
focusing on and the capability of API in (Layer 5) Data Integration Layer, and installed condition in (Layer 1) 
Physical Layer, which effect to the building network in (Layer 3) Transmission Layer. The DT demonstrator in 
this study has adopt smart home devices with minimum amount of IoT service provider to reduce the complication 
in each layer.  

While the devices installation in the physical context has been clarify in (Layer 1) Physical Layer, smart 
home devices data classification which related to the building system in (Layer 2) Data Layer has improve the 
correlation between BIM and IoT in (Layer 4) Digital Modelling Layer, and emphasize the utilization of BIM as 
an IoT data management middleware.  
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Figure 3. Workflow diagram of DT building framework in this study 

 
ACKNOWLEDGMENTS 

This study was supported by Digital Transformation Co., Ltd., Power Partners Co.,Ltd., and the National 
Research Council of Thailand (NRCT) under Grant No. 7369. 

 
REFERENCES 
  
Autodesk. (2022a). Revit Key Features 2022: Upcoming Advanced Features 2023. Retrieved from Autodesk 

website: https://www.autodesk.com/products/revit/features 
Autodesk. (2022b). Autodesk.Viewing. GuiViewer3D. Retrieved from Autodesk website: 

https://aps.autodesk.com/en/docs/viewer/v2/reference/javascript/guiviewer3d/  
Dave, B., Buda, A., Nurminen, A. and Främling, K. (2018). A Framework for Integrating BIM and IoT Through 

Open Standards, Automation in Construction, 95, 35-45. 
Day, J. (1989). The Reference Model for Open Systems Interconnection in Computer Network Architectures and 

Protocols (2nd ed.). Springer. 
Deng, M., Menassa, C. and Kamat V. (2021). From BIM to digital twins: A systematic review of the evolution 

of intelligent building representations in the AEC-FM industry, Journal of Information Technology in 
Construction, 26, 58-83. 

Dibley, M., Li, H., Rezgui, Y. and Miles J. (2015). An integrated framework utilising software agent reasoning 
and ontology models for sensor based building monitoring, Journal of Civil Engineering and 
Management, 21 (3), 356-375. 

Fuller, A., Fan, Z., Day, C. and Barlow, C. (2020). Digital Twin: Enabling Technologies, Challenges and Open 
Research. IEEE, 8, 108952-108971. 

Grieves, M. and Vickers, J. (2017). Transdisciplinary Perspectives on Complex Systems. Springer. 
Ikea. (2023). Home smart. Retrieved from Ikea website: https://www.ikea.com/th/th/cat/home-smart-

hs001/?gclid=Cj0KCQjwpPKiBhDvARIsACn-gzBNaBR_My3tQd8sd_mToP 
VfiWW3FPpDeOyI_5pYAX5QwZu9haZBQMEaAjv4EALw_wcB&gclsrc=aw.ds 

IoTAnalytics. (2021). IoT Platforms Competitive Landscape 2021. Retrieved from Autodesk website: 
 https://iot-analytics.com/product/iot-platforms-competitive-landscape-2021/ 
Kunkel, J. (2018). Revit Element ID - How to Get It and What to Do with It. Retrieved from CADD microsystem 

website: https://www.caddmicrosystems.com/blog/revit-element-id-how-to-get-it-and-what-to-do-with-
it/ 

Lee, J. (2022). Advanced BIM Application in Construction and Buildings, Buildings, 12 (8). 
Li, W., Yigitcanlar, T., Erol, I., Liu A. (2021). Motivations, barriers and risks of smart home adoption: From 

systematic literature review to conceptual framework, Energy Research & Social Science, 80, 102211. 
Lu, Q., Parlikad, A.K., Woodall, P., Don Ranasinghe, G., Xie, X., Liang, Z., Konstantinou E., Heaton, J. and 

Schooling, J. (2020). Developing a digital twin at building and city levels: Case study of West 
Cambridge campus, Journal of Management in Engineering, 8 (3). 

Philips-hue. (2023). Philips-hue personal wireless lighting. Retrieved from Ikea website: https://www.philips-
hue.com/en-us 



393

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

 
Figure 3. Workflow diagram of DT building framework in this study 

 
ACKNOWLEDGMENTS 

This study was supported by Digital Transformation Co., Ltd., Power Partners Co.,Ltd., and the National 
Research Council of Thailand (NRCT) under Grant No. 7369. 

 
REFERENCES 
  
Autodesk. (2022a). Revit Key Features 2022: Upcoming Advanced Features 2023. Retrieved from Autodesk 

website: https://www.autodesk.com/products/revit/features 
Autodesk. (2022b). Autodesk.Viewing. GuiViewer3D. Retrieved from Autodesk website: 

https://aps.autodesk.com/en/docs/viewer/v2/reference/javascript/guiviewer3d/  
Dave, B., Buda, A., Nurminen, A. and Främling, K. (2018). A Framework for Integrating BIM and IoT Through 

Open Standards, Automation in Construction, 95, 35-45. 
Day, J. (1989). The Reference Model for Open Systems Interconnection in Computer Network Architectures and 

Protocols (2nd ed.). Springer. 
Deng, M., Menassa, C. and Kamat V. (2021). From BIM to digital twins: A systematic review of the evolution 

of intelligent building representations in the AEC-FM industry, Journal of Information Technology in 
Construction, 26, 58-83. 

Dibley, M., Li, H., Rezgui, Y. and Miles J. (2015). An integrated framework utilising software agent reasoning 
and ontology models for sensor based building monitoring, Journal of Civil Engineering and 
Management, 21 (3), 356-375. 

Fuller, A., Fan, Z., Day, C. and Barlow, C. (2020). Digital Twin: Enabling Technologies, Challenges and Open 
Research. IEEE, 8, 108952-108971. 

Grieves, M. and Vickers, J. (2017). Transdisciplinary Perspectives on Complex Systems. Springer. 
Ikea. (2023). Home smart. Retrieved from Ikea website: https://www.ikea.com/th/th/cat/home-smart-

hs001/?gclid=Cj0KCQjwpPKiBhDvARIsACn-gzBNaBR_My3tQd8sd_mToP 
VfiWW3FPpDeOyI_5pYAX5QwZu9haZBQMEaAjv4EALw_wcB&gclsrc=aw.ds 

IoTAnalytics. (2021). IoT Platforms Competitive Landscape 2021. Retrieved from Autodesk website: 
 https://iot-analytics.com/product/iot-platforms-competitive-landscape-2021/ 
Kunkel, J. (2018). Revit Element ID - How to Get It and What to Do with It. Retrieved from CADD microsystem 

website: https://www.caddmicrosystems.com/blog/revit-element-id-how-to-get-it-and-what-to-do-with-
it/ 

Lee, J. (2022). Advanced BIM Application in Construction and Buildings, Buildings, 12 (8). 
Li, W., Yigitcanlar, T., Erol, I., Liu A. (2021). Motivations, barriers and risks of smart home adoption: From 

systematic literature review to conceptual framework, Energy Research & Social Science, 80, 102211. 
Lu, Q., Parlikad, A.K., Woodall, P., Don Ranasinghe, G., Xie, X., Liang, Z., Konstantinou E., Heaton, J. and 

Schooling, J. (2020). Developing a digital twin at building and city levels: Case study of West 
Cambridge campus, Journal of Management in Engineering, 8 (3). 

Philips-hue. (2023). Philips-hue personal wireless lighting. Retrieved from Ikea website: https://www.philips-
hue.com/en-us 

Ricquebourg, V., Menga, D., Durand, D., Marhic, B., Delahoche, L. and Loge, C. (2006). The Smart Home 
Concept : our immediate future, 1ST IEEE International Conference on E-Learning in Industrial 
Electronics, Hammamet, Tunisia, pp. 23-28. 

Saha, S., Acharjee, U. and Tahzib-Ul-Islam M. (2014). A Survey on Wireless Mesh Network and its Challenges 
at the Transport Layer, International Journal of Computer Engineering and Technology, 5, 169-177. 

Stanford-Clark, A. and Frank-Schultz, E. (2022). IBM Digital Twin Point of View December 2020. Retrieved 
from IBM website: https://www.ibm.com/blogs/academy-of-technology/wp-
content/uploads/2022/04/AoT-DigitalTwin-PoV.docx.pdfIBM Academy of Technology. 



394

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

CONSIDERATION FOR LEVEL OF DIGITAL TWIN IN ARCHITECTURE  
 

Terdsak Tachakitkachorn1, Chalumpon Thawanapong2, and Kaweekrai Srihiran3 

 
1) Ph.D., Asst. Prof., Architecture for Creative Community Research Unit, Department of Architecture, Faculty of Architecture, 
Chulalongkorn University, Bangkok, Thailand. Email: Terdsak.t@chula.ac.th  
2) Ph.D. Student, Department of Architecture, Faculty of Architecture, Chulalongkorn University, Bangkok, Thailand. Email: 
Jchalumpon@gmail.com  
3) Assoc. Prof., Regional, Urban, and Built Environmental Analytics: RUBEA, Department of Architecture, Faculty of 
Architecture, Chulalongkorn University, Bangkok, Thailand. Email: Kaweekrai.s@chula.ac.th  
 
Abstract: Digital Twin has been mentioned into the stage of application for many working fields both practical 
and theoretical, since a decade ago. However, lack of implementation with marketing approaches in architectural 
sector and enormous theoretical simulation without real on-site experiment, would mislead end-user or investor, 
and inevitably devalue its potential. Study from implemented case studies of Digital Twin utilization in architecture 
led to key points clarification, such as proportion of IoT device and networking for smart-living preparation, 
readiness of procedure framework, targeting function and its usage, that could be developed into a concept of 
Level of Digital Twin in architecture. This definition framing could regenerate perception from end-user 
perspective righteously, and reconvince for expansive utilization of DT in architectural sector. 
 
Keywords:  Level of Digital Twin, Demonstration, DT Building framework 
 
1. INTRODUCTION  

Development of IoT technology and Smart Home market growth (IoTAnalytics, 2021) have led to the 
rapid future expectation from Digital Twin building and Facility Management (FM) system, as it can provide and 
handle various types of physical data efficiently. Thus, Digital Twin has been mentioned as the significant tool 
dealing with exponentially arising enormous complex Data. (Dave et al., 2018; Lu et al., 2020) However, the most 
of current Digital Twin research often refer to the concept of operation and data integration through simulation 
without real implement, which would cost a lot of budgets with unpredictable result due to a lack of previous 
practical experiment. Therefore, some of marketing-approach sector, who bet mainly on Digital Twin investment 
opportunity, has tried to promote Digital Twin in real estate sector using only theoretical simulation without any 
prove from real on-site experiment. This would mislead end-user or investor, and inevitably devalue of Digital 
Twin real potential. 

This paper aims to establish an initial concept of the Level of Digital Twin in Architectural sector through 
a common logical process to clarify an existing of different Digital Twin status by means of demonstration of 5 
selective cases, with a concrete evidence, input into Digital Twin Building Framework (DT Building Framework), 
The framework has been developed from the Digital Twin experiment projects in Chulalongkorn university, 
consists of 6 layers specified in Table 1. This could clarify any questions, through representative cases, whether 
we should call it Digital Twin or not. Moreover, it could be clear on the level of each case, quantitative and 
qualitative, after identifying as Digital Twin. With this initial concept prove, it would be developed to an idea of 
standard and led to regenerate righteous perception about Digital Twin in architectural sector from user side, and 
would reconvince any investors for expansive utilization of Digital Twin into real estate sector furthermore. 
 

Table 1. Clarification of 6 layers of DT building framework 
Layer Description 

(Layer 1) Physical Layer clarifies physical quality of IoT device in the project and how it was 
installed on site. 

(Layer 2) Data Layer clarifies data acquisition from IoT technology in the project. 
(Layer 3) Transmission Layer clarifies data path and IoT protocol from devices to servers. 
(Layer 4) Data Modeling Layer clarifies graphical and no - graphical data modeling technique of the 

physical entities for IoT data management. 
(Layer 5) Data Integration Layer clarifies a whole picture of data integration in DT environment. 
(Layer 6) Application and Service 

Layer 
clarify the utilization of IoT service in DT environment. 
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installed on site. 
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(Layer 3) Transmission Layer clarifies data path and IoT protocol from devices to servers. 
(Layer 4) Data Modeling Layer clarifies graphical and no - graphical data modeling technique of the 

physical entities for IoT data management. 
(Layer 5) Data Integration Layer clarifies a whole picture of data integration in DT environment. 
(Layer 6) Application and Service 

Layer 
clarify the utilization of IoT service in DT environment. 

 
 
 
 
 
 

2. STUDY PROCESS 
2.1 Case Study Selection 

(1) Case1: Typical Digital Twin simulation: this case has the most enormous numbers among all cases, 
with main purpose firstly to convince engagement of Digital Twin in architectural sector. On the other hands, some 
individual marketing promotion approach, without appropriate understanding, would mislead potential stake 
holder and finally would devalue real essence, with skeptical perception to apply Digital Twin in architectural 
field. A study of Simulation on typical research and development project (Autodesk, 2016) as shown in Figure 1, 
was selected as case representative to reconfirm fulfillment in 6 framework layers, and emphasize its Digital Twin 
implement status. 
 

 
 

Figure 1. User interface of Case1 
 

(2) Case2: Typical Home IoT solution: Numbers of Home IoT solution service and related products has 
risen abundantly these few years. Most of them have been adapted based on conventional ICT platforms. ZEN 
smart-living unit, based on its experimental objective focusing on developing Indoor Air Quality (IAQ) 
management system in a house-hold level thru IoT devices as shown in Figure 2 and 3, was selected as case 
representative to reconfirm fulfillment in 6 framework layers whether its implement status could be perceived as 
Digital Twin in architectural sector. On the other hand, analysis through 6 layers of framework could identify its 
potential upgrade component, which support Digital Twin fulfillment. 
 

 
 

Figure 2. Real world experimental of Case2  
 

 
 

Figure 3. User interface of Case2 
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(3) Case3: Digital Twin experimental implement 01: In Thailand, while Building Management system 
(BMS) Building has been employed as the main conventional practice for more than decades, BIM platform DT 
Building could rarely be identified. Smart patrol project in Chulapat 14 building was selected as case representative 
Digital Twin Building, based on its experimental objective focusing on IoT data visualization in Digital Twin 
space as shown in Figure 4, with multi-sensing IAQ moveable gear as shown in Figure 5, to reconfirm its 3 basic 
functional interaction status in each of 6 framework layers. 

 

 
 

Figure 4. User interface of Case3 
 

 
 

Figure 5. Real world experimental of Case3 
 

(4) Case4: Digital Twin experimental implement 02: As same as Case3, this could be counted as the 
pioneer group of implement Digital Twin Building experiment in Thailand. Pine and Grass Building was selected 
as case representative Digital Twin Building, based on its experimental objective focusing on integration of the 
whole Digital Twin building space with Physical to Virtual (P2V) and Virtual to Physical (V2P) performance thru 
smart home devices as shown in Figure 6, to reconfirm its 3 basic functional interaction status in each of 6 
framework layers. 
 

 
 

Figure 6. User interface of Case4 
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smart home devices as shown in Figure 6, to reconfirm its 3 basic functional interaction status in each of 6 
framework layers. 
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(5) Case5: Digital Twin experimental implement 02: In Europe, more Digital Twin Building implement 
could be identified. Cambridge university was selected as case representative Digital Twin Building, based on its 
experimental objective focusing on integration of the Digital Twin Building concept into existing faculty 
management BMS (Lu et al.,2020) as shown in Figure 7, to reconfirm its 3 basic functional interaction status in 
each of 6 framework layers. 
 

 
 

Figure 7. User interface of Case5 
 
2.2 Analytical Procedure  

 DT Building framework was introduced for input of 5 selective cases into, by considering 3 basic 
functional interaction: according to PNG building experiment and patrol experiment, there are 3 basic functional 
interaction from Digital Twin performance identify including (1) Data managing: automatic data digitalizing and 
accumulating from all operating devices, (2) Monitoring: Visual interaction by user with operating devices through 
any level of application or interface, (3) Controlling: Physical interaction by user with operating devices through 
any level of application or interface, in each layer of DT Building Framework including (Layer1) Physical Layer 
(Layer2) Data Layer, (Layer3) Transmission Layer, (Layer4) Data Modeling Layer, (Layer5) Data Integration 
Layer, (Layer6) Application and Service layer, specified in Table 1, which originally based on OSI reference 
model, covering all IT ecosystem. 
 
3. CONCLUSION 

Even though this initial concept of hypothetical demonstration, without formal standard procedure and 
systematic criteria, could not be the ultimate guideline or standard for the Level of Digital Twin establishment. 
With this, we could logically identify a significant status of “the Level of Digital Twin” by means of comparison 
of these 5 selective cases specified in Table 2. 

Following are description of table 1, to show how DT Building Framework could differentiate each case, 
both their Digital twin status and further characters; 
 
(1) Group1: Digital Twin Status = Non-Digital Twin and incomplete Digital Twin 

(1.1) No Layer1, Layer2 and Layer3 from DT Building Framework: Without P2V and V2P interaction, 
due to no physical component existing, simulation case could not even be fulfilled a minimum requirement of 
Digital Twin.  

(1.2) No Layer4 from DT Building Framework: P2V and V2P interaction taken place without real 
connection between a virtual platform and a real physical component (coordination in real architectural space), 
due to non-BIM application as middleware and integration platform, Home IoT Solution case could be counted as 
incomplete Digital Twin. However, with their original data management system and platform, they could be 
upgraded to Digital Twin after proper middleware employment.  
 
 
 
 
 
 
 
 



398

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

Table 2. Comparison of case study 

 Group 1 Group 2 
Full 

Employ
ment 

 Case 1 Case 2 Case 3 Case 4 Case 5 Case 4 
(Future) 

       
(Layer 1) Physical Layer       

 Coverage of building service       

 Coverage of building area       

(Layer 2) Data Layer       

 Environment Data       

 Device Data       

 Building Data       

 User Data       

(Layer 3) Transmission layer       

 Number of Communication Protocol  2 2 3 2 3 
(Layer 4) Data Modeling Layer       

 BIM       

 Additional BIM       

 Multiple BIM integration       

(Layer 5) Data Integration Layer       

 BIM on platform       

 Number of IoT platform  3 2 2 3 2 
(Layer 6) Application and Service Layer       

 Data Visualization       

 Building Equipment Control       

 Data Analysis       

Note: BIM = Building Information Modeling,  = Complete functional interaction,  
    = Partial functional interaction 

 
(2) Group2: Digital Twin Status = complete DT Building in various level 

(2.1) Complete Digital Twin status based on DT Building Framework, with focusing on data managing 
and monitoring with no controlling: Smart patrol case shows its complete Digital Twin status with P2V and V2P 
interaction taken place with real connection between a BIM platform of IAQ measurement and a real physical 
component of movable unit correlating to coordination in real architectural space.  

(2.2) Complete Digital Twin status based on DT Building Framework, with focusing on data managing 
and monitoring with partial controlling: Cambridge University shows its complete Digital Twin with P2V and 
V2P interaction taken place with real connection between a BIM platform of facility management system, based 
on existing BMS, and a real physical component of IoT devices correlating to coordination in real architectural 
space.  

(2.3) Complete Digital Twin status based on DT Building Framework, with focusing on data managing 
and monitoring with partial controlling: PNG building shows its complete Digital Twin status with P2V and V2P 
interaction taken place with real connection between a BIM platform of BMS and a real physical component of 
IoT devices correlating to coordination in real architectural space.  

 
(3) Relevant Factors 

Considering case of PNG building as complete Digital Twin status; with partial P2V and V2P interaction, 
due to incomplete IoT devices employment, it could be upgraded by means of more investment on budget to fulfill 
capacity by IoT devices employment into all building floors. This could complete each of 6 layers in DT building 
framework to the optimum level. As well as more investment in operation team is required, for continuity of 
handling the whole ecosystem of DT building framework. However, any investment has to be under well-planning 
referred to objectives and business model. These relevant factors, in correlation with DT building framework, 
could be analyzed together in order to evaluate the Level of Digital Twin in architectural sector properly. 
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framework to the optimum level. As well as more investment in operation team is required, for continuity of 
handling the whole ecosystem of DT building framework. However, any investment has to be under well-planning 
referred to objectives and business model. These relevant factors, in correlation with DT building framework, 
could be analyzed together in order to evaluate the Level of Digital Twin in architectural sector properly. 
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Abstract: In the construction business, Building Information Modeling (BIM) provides a digital representation of 
the geometrical and non-geometrical information of a building. A BIM model can be used for a range of tasks, 
including design collaboration, construction planning, and building management. The term “Digital Twin” (DT) 
refers to a recently developed technology that is used to represent a virtual replica of a building that includes not 
only physical properties but also dynamic data from various sources, such as sensors and BIM models. This paper 
explains our real case experience in creating a digital twin based on BIM for the administration and maintenance 
of an academic building in Thailand. A Unity application based on the building's BIM model is created and 
enhanced with the appropriate graphics for exhibiting real-time building states that were collected by Internet of 
Things (IoT) sensors as well as additional interactive controls for navigation and drill down focus. From data 
ingestion to dashboard presentation, the complete data pipeline takes place in the cloud. The digital twin 
development technique for building management is suggested for future applicants after we successfully overcame 
a number of challenges with the use of already accessible tools and technologies.   
 
Keywords:  Digital twin, Building information modeling, Smart building, Internet of things, Cloud computing 
 
1. INTRODUCTION  

The concept of "smart buildings" has evolved as a result of the development of IoT technology, and it is 
currently applied to newly constructed facilities. The Building Information Modeling (BIM) model of the building 
can give detailed information starting with the design phase and continuing through planning, construction, and 
completion. Although the BIM model's information on building components, including their positions, is essential 
for building maintenance, some dynamic data of the building is still lacking. According to (Jia et al., 2018), the 
data from a variety of interconnected components (such as equipment, appliances, sensing, and control 
infrastructure) can enhance the intelligence and effectiveness of smart buildings in optimizing various desirable 
outcomes, e.g., occupant health, comfort, diagnosis, operational costs, and energy efficiency. The vast amount of 
disparate data, however, also makes it difficult to plan smart buildings and guarantee their effectiveness. 

Digital Twin (DT) gives you the ability to view, manage, and optimize your operational assets, processes, 
and resources by employing real-time data. This provides essential, real-time information regarding activity and 
performance of the physical building. A number of past works explored BIM-based DT for buildings. For examples, 
(Kaewunruen & Xu, 2018; Kaewunruen et al., 2018) studied the use of digital twins for building energy 
management, however the twins do not involve widespread sensor networks or real-time building status data. An 
integration of BIM model and IoT was proposed by (Khajavi et al., 2019) as a framework for the deployment of 
wireless sensor network (WSN) on a building façade for implementing digital twins of buildings. However, the 
review by (Liu et al. 2021) shows that out of all the published works investigating the use of DT for building 
maintenance, only a third are use cases. The remaining focuses on the development of concepts or new 
implementation methodologies.  

This paper describes how we converted an existing BIM model of an academic building in Thailand into 
a digital twin. Our main contributions are the following: 

• Presenting actual use cases for digital twins in smart buildings  
• Providing the lessons discovered from methods that can be used in real-world applications. 
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2. DIGITAL TWIN DEVELOPMENT 
2.1  Design Requirements 

Our case study is to create a digital twin of Chulalongkorn University's building ENG30 that will enable 
real-time analysis and visualization of the building's current condition. The building maintenance team can utilize 
the digital twin to track the dynamic states of the facility and use that information to inform future maintenance 
decisions rather than analyzing data from many sources on several fragmented reports. 

The following are, in brief, the main requirements for the digital twin of this building: 
• Easily accessible through web browsers  
• Preloaded with initial static data from the building's BIM model 
• Providing real-time indoor environmental monitoring (e.g., temperature, humidity, and light) of a 

single control room and restrooms that do not have any network connectivity or power outlets. 
 
2.2  Overall Architecture of the Digital Twin and Its Workflow 

The system architecture of the digital twin is depicted in Figure 1. The Amazon Web Service (AWS) cloud 
is used for all of the processes in the data pipeline, including ingestion, data transformation, storage, and 
visualization. First, using the cloud-based message broker AWS IoT Core (AWS IoT Core, 2023), distributed real-
time data from IoT sensors located in various locations across the building is ingested and buffered (labelled as 1). 
The data was then prepared using an AWS Lambda serverless function (labeled as 2) and sent to InfluxDB 
(InfluxDB, 2023), a time-series database. The BIM model was transformed into a Unity (Unity, 2023) Web-based 
application, and building metadata and data schema was kept in a cloud-based object storage called an Amazon S3 
bucket (labeled as 3). The virtual cloud server hosting the digital twin’s components is referred to as an EC2 
instance. The Web application of the digital twin connects to an API gateway to receive the most recent data from 
InfluxDB's REST API (labeled as 4), which is then presented as information cards in the related rooms of the 
building’s 3D model. Grafana (Grafana Labs, 2023), an open-source visualization and analytics web tool, is used 
to create the graphs for the collected time-series data (labeled as 5). Grafana allows us to link digital twin data 
through customized panels and dashboard layouts. The challenges that were encountered when designing and 
putting each element of the digital twin into use are covered in more detail in the following subsections. 

 

 
 

Figure 1. The overall system architecture of the ENG30 digital twin. 
 
2.3  Indoor Environmental Monitoring using IoT Sensors 

The room temperature, relative humidity, and lighting conditions serve as models for the indoor 
atmosphere of the building. We installed a photosensitive sensor (LDR) and a temperature and humidity sensor 
(DHT11) on a compact-sized ESP32 Arduino-compatible board with a built-in Wi-Fi antenna (as shown in Figure 
2(a)). Our C++ data collecting script collects sensor data at every 15 minutes along with the timestamp provided 
by the DS3231 AT24C32 Real Time Clock Module. Sensors were calibrated and recorded values were validated. 
The IoT board is powered by two rechargeable 18650 batteries (3.7V 2600mAh Lithium Ion) because there are no 
power outlets available in the rooms to place IoT sensors. IoT boards can connect to the Internet via 4G LTE 
routers without the need for conventional wiring. Figure 2(b) shows the locations where the 4G routers and IoT 
boards were deployed. According to our experimental study, the gathered data needs to be saved locally and 
delivered in batches of JSON encoded data to the cloud server every hour to use as low power as feasible.   
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         (a)                                           (b) 

 
Figure 2. (a) Components of the IoT board (b) Installed locations of 4G routers and IoT boards 

 
2.4  BIM-based Digital Twin Web Application 

The building's BIM was previously produced using the well-known BIM authoring program Autodesk 
Revit (Revit, 2023). We exported the Revit BIM model file into an Industry Foundation Class (IFC) file, an open 
format for building data models used in construction and design projects in various technologies. BIM in the IFC 
format were imported into Unity as Game Object hierarchies using the IFC importer plugin (IFC importer, 2020), 
available from the Unity Asset Store. The plugin maintains the hierarchy and semantic information of the IFC file, 
allowing us to search objects using their IFC id, presentation layer, and element type.   
 

 
 

Figure 3. General structure of reports, papers, and essays 
 

Further modifications were implemented in order to overlay 3D cubical objects that represent rooms of 
interest with installed IoT boards and pertinent micro interactions according to the digital twin’s schema. As a 
result, we managed to create a prefab or a blueprint of a Unity-compatible BIM object, which we can then utilize 
when creating the Web interface for the digital twin. The whole process is illustrated in Figure 3. 
 
3. RESULTS 

The resulting Web-based digital twin of the ENG30 building is shown in Figure 4. The focus view for the 
entire building or a specific floor can be changed by users. Additionally, they can rotate the angle and separate 
floors from one another to view each floor on the inside in greater detail. 

 

  
(a)                                          (b) 

 
Figure 4. Web-based digital twin features (a) floor dissection (b) real-time in-context information display 
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The interactive Grafana dashboards in the cloud receive data from InfluxDB. A realistic solution to the 
necessity for human involvement with the data at two different levels of detail and context was to incorporate data 
visualization into the digital twin. The current data values for each room are first displayed in an information card 
that is displayed above the room. Second, if further information is needed, users can choose a specific room to 
display a dashboard with time-series graphs showing both the current and past value. Figure 5 illustrates the 
dashboard showing data from the first 10 days after deployment. Different hues and colors represent various 
degrees of temperature, humidity, and light intensity. Users can examine different room dashboards and a range of 
data levels for context and comparison in each unique analytical scenario. 
 

  
  

Figure 5. A room-specific dashboard showing time-series of indoor environmental data 
 
4. DISCUSSION 

According to our experience, the greatest challenge to the creation of a digital twin for the building in our 
case study is the absence of an adequate power supply for IoT boards. Only 5 to 6 days can be expected from each 
pack of 2 cells, necessitating manual and frequent replacement with fresh ones. In addition to changing the 
operation mode in software like we did, we intend to optimize power usage further via a hardware solution.  

After the sensors in a target region have acquired the necessary data (temperature, humidity, and light), 
we can consider how artificial intelligence and machine learning (AI & ML) can support the DT system. Depending 
on the issues with a task, different AI & ML applications might be used. For instance, using the data gathered, a 
machine learning model may be created that can conduct an inference for room occupancy, which is essential for 
the power-saving planning policy. Additionally, the machine learning model can facilitate the room/building 
simulation in the digital counterpart in the DT. Similarly, AI can be thought of as creating an autonomous system 
for the entire room or even the entire building based on such machine learning models, starting with simple tasks 
like automatically turning off the air conditioning to save energy to more complex tasks like sounding an 
evacuation alarm when serious anomaly events are detected. 

Better control and building operations are made possible by integrated data. In this work, we use IFC and 
our own schema for implementing DT, but we are aware of the value of a standard data model that can facilitate 
data interoperability between the building subsystems and external data sources and applications. We are currently 
looking into using Brick Schema (Brick Schema, 2023) and Real Estate Core (Real Estate Core, 2023) to improve 
the DT development and utilization. When integrating semantic graph or network model databases with built-in 
relationship schema, Digital Twin functions as a greatly powerful spatially aware data model. This enables the 
execution of "what if?" scenarios from financial, business strategy, or even organizational structure perspectives, 
as well as the simulation of future plans. 

Future research will look into ways to simplify the back-end maintenance needed for digital twin 
applications and evaluate the requirements for human interaction that cannot be satisfied by off-the-shelf 
technologies and call for more specialized methods. 

 
5. CONCLUSIONS 

A Digital Twin (DT) creates a complete digital representation of a building by combining data from all 
sources, including the physical BIM and dynamic data elements (such as people and activity aspects). The 
implementation of a DT from a BIM model is still hindered by a number of technological barriers, despite the 
potential benefits they may have for how we manage and maintain smart buildings. Contextual limitations, 
stakeholder demands, and technological capabilities all have a substantial impact on the architecture used for the 
development and deployment of digital twins. In this study, we demonstrate how to develop a successful DT use 
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case on top of already-available technology, such as cloud and IoT. Given that we can address network connectivity 
and power issues, IoT can offer real-time dynamic information for the DT. In addition to storage and processing 
capabilities, cloud computing technology can offer a wide range of other services and frameworks that can support 
the creation and implementation of digital twins. Lastly, when combined with semantic graph or network model 
databases with built-in relationship schema, rapid ideation, prototyping, and policy validation may be carried out 
using DT in an almost risk-free setting. 
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Abstract: The circular economy agenda emphasizes the need of reducing carbon footprint and achieve 
sustainability in the construction industry. To maximize benefits while maintaining the functionality of Building 
projects, sustainability concepts should be applied throughout all decision-making stages in the construction of 
buildings particular with regard to CE. In this study, the critical successful factors (CSFs) needed to achieve the 
circular economy (CE) in residential construction projects were identified and studied. Regarding the long-term 
viability of such undertakings. The CSFs for CE were found in previous research and contextually modified 
utilizing semi-structured interviews and a pilot study using the Exploratory Factor Analysis (EFA) method. The 
EFA findings revealed three constructs into which the CE CSFs may be divided: Political Factors, Technological 
Factors and Organizational Factors. The Nigerian construction industry's stakeholders were then given a 
questionnaire to complete. The CSFs model was created and the results obtained indicated that political and 
technological factors were significant CSFs for implementing CE, despite the fact that Nigerian experts with 
limited practice experience were fairly informed about CE. The findings of this study will help increase 
sustainability in the Nigerian construction industry while also serving as a guide for decision-makers regarding the 
impact of global warming and carbon footprint. 
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1. INTRODUCTION  

Sustainability idea has encouraged the change mantra for the built environment in energy usage and 
natural resource exhaustion that have been required in traditional building life cycle. Several sustainability 
obstacles which include environmental change and related monetary and ecological disturbances, with suggestions 
for human and ecosystem, and social request will progressively challenge the society (Mora, Frazier et al. 2013, 
Steffen and Hughes 2013, Wright, Nyberg et al. 2013, Semenza 2014). Sustainable building procedures can be 
characterized as those in which the general nature of the procedure empowers the conveyance of reasonable 
structures in a way that addresses the issues of all individuals included (Häkkinen, Kuittinen et al. 2015). With 
growing demand for construction materials, shortage of supply and growing environmental concerns resulting to 
increase in carbon emission and embodied energy. Embodied energy reduction for Reinforced concrete structures 
through the usage of more efficient materials from the optimization of structural design, rather than the use of 
normal building materials, such as low carbon cement and clinker (Yeo and Gabbai 2011). An important segment 
of the building life cycle impacts are determined by early decision at the design stage (Basbagill, Flager et al. 
2013). Structures are built with an assortment of building materials and every material consumes energy all through 
its phases of fabrication, use and deconstruction (Wallbaum, Ostermeyer et al. 2012). The stages include raw 
material extraction, transportation, fabrication, assembly, establishment and additionally its dismantling, 
deconstruction and decay. 

Resource efficient construction is significant topic around the world, especially since the concept of 
circular economy (CE) has emerged at various levels in recent years (Reike, Vermeulen et al. 2018) (Kirchherr, 
Reike et al. 2017). The circular economy's (CE) importance is becoming more universally acknowledged among 
scholars and professional in industry, society, and academia (Merli, Preziosi et al. 2018). Since the linear economic 
model is connected with mass production and resource usage without regard for the physical limit of resources, a 
fundamental change to a CE model is necessary (Geissdoerfer, Savaget et al. 2017). There is a deeper 
understanding of the value of resources and the significance of using them wisely, which places the CE notion at 
the vanguard of resource conservation and efficient use. The linear economy of "take-make-use-dispose" that is 
currently in place is to be replaced by the circular economy (CE) idea. Resource usage, waste, and emissions are 
reduced in CE, a restorative and regenerative system, by shortening (efficient resource use), lengthening 
(temporarily extended use), and closing (cycling) material loops (Reike, Vermeulen et al. 2018). Utilizing CE 
solutions like reuse, repair, refurbishment, recycling, and recovery helps to operationalize CE. Although strategies 
for CE building design and construction are being created and implemented more frequently, the process has been 
inconsistent and lacks a widely accepted or set direction within the building sector (Eberhardt, Birkved et al. 2022). 
A circular economy (CE) model is particularly gaining ground as a means of addressing environmental challenges 
such as the depletion of natural resources, greenhouse gas (GHG) emissions, and disposal of waste from 
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1. INTRODUCTION  

Sustainability idea has encouraged the change mantra for the built environment in energy usage and 
natural resource exhaustion that have been required in traditional building life cycle. Several sustainability 
obstacles which include environmental change and related monetary and ecological disturbances, with suggestions 
for human and ecosystem, and social request will progressively challenge the society (Mora, Frazier et al. 2013, 
Steffen and Hughes 2013, Wright, Nyberg et al. 2013, Semenza 2014). Sustainable building procedures can be 
characterized as those in which the general nature of the procedure empowers the conveyance of reasonable 
structures in a way that addresses the issues of all individuals included (Häkkinen, Kuittinen et al. 2015). With 
growing demand for construction materials, shortage of supply and growing environmental concerns resulting to 
increase in carbon emission and embodied energy. Embodied energy reduction for Reinforced concrete structures 
through the usage of more efficient materials from the optimization of structural design, rather than the use of 
normal building materials, such as low carbon cement and clinker (Yeo and Gabbai 2011). An important segment 
of the building life cycle impacts are determined by early decision at the design stage (Basbagill, Flager et al. 
2013). Structures are built with an assortment of building materials and every material consumes energy all through 
its phases of fabrication, use and deconstruction (Wallbaum, Ostermeyer et al. 2012). The stages include raw 
material extraction, transportation, fabrication, assembly, establishment and additionally its dismantling, 
deconstruction and decay. 

Resource efficient construction is significant topic around the world, especially since the concept of 
circular economy (CE) has emerged at various levels in recent years (Reike, Vermeulen et al. 2018) (Kirchherr, 
Reike et al. 2017). The circular economy's (CE) importance is becoming more universally acknowledged among 
scholars and professional in industry, society, and academia (Merli, Preziosi et al. 2018). Since the linear economic 
model is connected with mass production and resource usage without regard for the physical limit of resources, a 
fundamental change to a CE model is necessary (Geissdoerfer, Savaget et al. 2017). There is a deeper 
understanding of the value of resources and the significance of using them wisely, which places the CE notion at 
the vanguard of resource conservation and efficient use. The linear economy of "take-make-use-dispose" that is 
currently in place is to be replaced by the circular economy (CE) idea. Resource usage, waste, and emissions are 
reduced in CE, a restorative and regenerative system, by shortening (efficient resource use), lengthening 
(temporarily extended use), and closing (cycling) material loops (Reike, Vermeulen et al. 2018). Utilizing CE 
solutions like reuse, repair, refurbishment, recycling, and recovery helps to operationalize CE. Although strategies 
for CE building design and construction are being created and implemented more frequently, the process has been 
inconsistent and lacks a widely accepted or set direction within the building sector (Eberhardt, Birkved et al. 2022). 
A circular economy (CE) model is particularly gaining ground as a means of addressing environmental challenges 
such as the depletion of natural resources, greenhouse gas (GHG) emissions, and disposal of waste from 

construction and demolition (C&D)(Charef and Lu 2021). A lot of studies have been conducted to explain the 
benefits of circular economy in the construction industry, but an exploratory approach towards circular economy 
in the construction industry was not found, hence necessitate the study to be performed. 
 
2. METHOD 

This study adopts a mixed method approach to gather in depth data on Circular economy critical success 
factors. Form the literature reviewed, 31 CSFs of effective implementation of CE were discovered. The factors 
chosen from the previous research were then reviewed and modified using the qualitative approach, which included 
13 semi-structured interviews. Sending a list of CSFs of CE to residential building experts with pertinent industrial 
expertise was conducted in a pilot study (Questionnaire I). The Exploratory Factor Analysis (EFA) analysis was 
used to examine the comprehensiveness and clarity of the CSFs of CE in conjunction with the research of these 
variables and their categories. Due to the expert interviews, two additional factors were added, resulting in a total 
of 33 CSFs of CE as shown in Table 1.  
 

Table 1. CSFs of CE in the construction industry. 
CE CSFs Item 

code 
Item Name 

Political Factors CESF.PL1 Standard for recovered materials 

 CESF.PL2 Lack of codes and guidelines for reclaimed components  

 CESF.PL3 Policies weaknesses 
 CESF.PL4 Inappropriate regulations 
 CESF.PL5 Inappropriate contracts 
 CESF.PL6 Lack of incentives for using reclaimed component  

 CESF.PL7 Low landfill taxes 
 CESF.PL8 Lack of environment regulation 
Technological 
Factors 

CESF.TL1 Management of data 

 CESF.TL2 Data availability & accessibility 
 CESF.TL3 Data reliability 
 CESF.TL4 Difficulty to separate material composite  
 CESF.TL5 Material composition and data knowledge 
 CESF.TL6 Material recoverability  
 CESF.TL7 Material reliability 
 CESF.TL8 Barriers associated to the use of BIM 
 CESF.TL9 Lack of technologies for EOL Management 
 CESF.TL10 Lack of technologies for recovered materials 
 CESF.TL11 Building life span, duration & composition update 

 CESF.TL12 Building type and size 
 CESF.TL13 Barriers related to project phases 
Organizational 
Factors 

CESF.OG1 Complexity to implement new approach  

 CESF.OG2 Flexibility and Planning 
 CESF.OG3 Lack of support for the implementation of new approach 

 CESF.OG4 Fragmented sector 
 CESF.OG5 Lack of holistic view 
 CESF.OG6 Inappropriate organization 
 CESF.OG7 Multidisciplinary team  
 CESF.OG8 Communication issues 
 CESF.OG9 Lack of research in sustainable approach 
 CESF.OG10 Lack of education and information within all part of the 

industry 
 CESF.OG11 Lack of appropriate training for deconstruction  

 CESF.OG12 Lack of skills 
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3. DATA COLLECTION  
3.1 Semi Structure Interview  

Through a "purposive sampling" method, twelve experts certified as fellows by Nigerian Institute of civil 
engineer (NICE) were chosen based on three factors: years of experience, educational attainment, position and 
Sustainable construction performed. Following the management of the degree of variation amongst interview 
subjects, this tactic assisted researchers in achieving their research objectives. The method was developed and 
enriched by further interviews. In order to reexamine and investigate the facts as well as the preexisting CSFs 
constructions in a local context, this study adopted the abduction approach. 

As a result, the experts who were consulted concurred that a more formal plan for CE adoption in mass 
housing projects should be offered. The CSFs of CE are categories into three sections and two additional variables 
were added to the list. The CSFs that had been altered and added to were utilized to create a pilot study 
questionnaire. 

 
3.2 Pilot Survey  

By sending 210 questionnaires to mass housing developers in Nigeria, an exploratory factor analysis 
(EFA) was used to perform a pilot study to investigate the construction industry. The sample size was within a 
reasonable range and may be considered representative(Tabachnick, Fidell et al. 2007). The classification of all 
CSFs, as presented in Table 1, was supported by the EFA results. 

 
3.3 Main Survey  

The CSF classes were appropriately modified and categorize to produce the main survey (Questionnaire 
II) in accordance with the preliminary interviews and the EFA assessment (Questionnaire I). A larger pool of 
potential mass housing building participants was contacted for Questionnaire II in the Nigerian cities of Kano, 
Kaduna, and Abuja in order to evaluate the CSFs of CE. The survey was divided into three main sections: the 
respondent's demographic profile, the CSFs of CE (Table 1), and the open-ended questions (to add any more CSFs 
that the participants felt were crucial to be discovered). Contact was made with three important groups: clients, 
consultants, and contractors. The following professions/occupations could be further classified into: architects, 
electrical engineers, quantity surveyors, structural engineers, builders and mechanical engineers. Respondents 
evaluated CSFs of CE using a Likert 5-point scale, where 5 was extremely high, 4 was high, 3 was average, 2 was 
small, and 1 was no or very small based on information and experience(Phyo and Cho 2014). In Nigeria, CE is 
relatively new, hence stratified sampling of that population was taken into consideration. Only 205 entities 
contributed to the study despite the screening study assessing over 250 entities. Additionally, this study's sample 
size was determined through methodological purpose analysis(Badewi 2016). 
 
4. DATA ANALYSIS  
4.1 Exploratory Factor Analysis 

Factor analysis is a technique used to reduce a large number of variables into fewer numbers of factors. 
This technique extracts maximum common variance from all variables and puts them into a common score. The 
KMO test and spherical test were performed before conducting EFA to assist the date factorability. Kaiser–Meyer–
Olkin (KMO) and Barlett’s test of Sphericity results was 0.948 and significant (sign = 0.001) (Tavakol and 
Dennick 2011). The data of this research were excellent factorability. The factorability structure of 33 items related 
to CSFs of CE has been determined through an exploratory factor analysis (EFA) technique. The diagonals of the 
anti-image correlation matrix are all greater than 0.5, indicating that each variable's inclusion in the factor analysis 
is genuine. Initial communities are projections of variation for each variable that all components have taken into 
consideration. Small values (0.3) point to variables that don't fit the factor solution well. All of the initial 
communities are above the threshold for this examination. Every factor loading has a significance value greater 
than 0.5. The results obtained as showed in Table 2 indicates that the factor loadings are above 0.5 and the cronbach 
alpha reliability is also excellent for all construct ranging from 0.928 to 0.953. 
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Table 2. Factor Loading of CSFs of CE in the construction industry. 
 

Components Loading 
Code 1 2 3 Ranking Cronbach 

alpha (α) 
Naming 

CESF.PL6 0.834   1  
 
 
 
   0.928 

 
 
 
Political Factors 

CESF.PL4 0.790   2 
CESF.PL7 0.767   3 
CESF.PL2 0.765   4 
CESF.PL1 0.717   5 
CESF.PL3 0.696   6 
CESF.PL5 0.558   7 
CESF.TL5  0.858  1  

 
 
  
 
    0.936 

 
 
 
 
 
Technological 
Factors 

CESF.TL7  0.796  2 
CESF.TL6  0.780  3 
CESF.TL8  0.776  4 
CESF.TL1  0.658  5 
CESF.TL11  0.625  6 
CESF.TL4  0.618  7 
CESF.TL13  0.607  8 
CESF.TL2  0.598  9 
CESF.TL10  0.554  10 
CESF.TL9  0.526  11 
CESF.TL12  0.514  12 
CESF.TL3  0.505  13 
CESF.OG1   0.745 1     

 
 
 
    
 
    0.953 

 
 
 
 
 
Organizational 
Factors 

CESF.OG5   0.727 2 
CESF.OG3   0.727 3 
CESF.OG6   0.725 4 
CESF.OG2   0.717 5 
CESF.OG10   0.703 6 
CESF.OG4   0.685 7 
CESF.OG12   0.670 8 
CESF.OG7   0.668 9 
CESF.OG8   0.623 10 
CESF.OG9   0.590 11 
CESF.OG11   0.585 12 
Eigenvalues 5.768 5.114 4.618  
% of Variance 15.162 9.476 5.034 

 
4.2 CE Implementation Status 

Respondents are categorized based on their years of experience, area of specialization, and organizational 
role. Respondent with over 20 years’ experience is represented by 1.2 percent, which is the less in this survey 
while those that have 16 to 20 years experienced accounted for 23.1 percent and 11 to 15 years experienced 
represent 29.9 percent. Respondents with working experience up to 5 years were represented by 11.8 percent as 
shown in Figure 1. Since the respondent’s experience is quite respectable, views and opinions acquired through 
the study can be considered significant and reliable. Most participants had reasonable experience in construction, 
further demonstrating that respondents are adequately experienced to provide reliable information. Analysis of the 
returned questionnaire showed that Civil engineers are majority of the respondent with about 27.4 percent which 
were then followed by Architect with 20.2 percent and Builders with 19.1%. Quantity surveyors represent 16.3 
percent of the total respondent in the survey with M & E accounting for about 10.8 percent. Others respondent 
which include Interior decorators, Planners and estate valuers represent 6.2 percent as shown in Figure 2. 
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Figure 1. Respondent years of experience 
 

 
 

Figure 2. Respondent Designation 
 

The respondents’ opinions on CE differ, as seen in Figure 3. According to the findings, 18% of 
respondents think of CE as a concept of repair, 14% as production, 26% as recycling, 23% as consumption, and 
19% as leasing. This result demonstrates that almost 95% of respondents see CE as either an idea or a strategy.  
 

 
 

Figure 3. Respondent Perception on CE 
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5. DISCUSSION 
The principal component analysis method was employed in this research, and the factors were extracted 

based on eigenvalue, which is greater than one. Oblique Simple Structure Promax was chosen because each 
factor should have a few high loadings, with the rest of the loadings being zero or close to zero. Results obtained 
indicated that organisational factors having when improved have high tendency towards improving circular 
economy adoption and will aid in achieving sustainable construction. 
 
6. CONCLUSIONS 

For many countries, CE is primarily employed and approved as a highly helpful instrument for 
maximizing the use of resources, boosting a project's objectives, and ensuring its sustainability. In contrast, there 
is very little use of CE in emerging economies. Like many other developing nations, Nigeria has had irregularities 
and disparities with regard to high-quality housing, particularly large-scale projects. CE is advised to treat this 
problem. As a result, this study uses a semi-structured interview and an EFA to identified CSFs of CE based on 
the literature review. The findings indicates that organizational factors are the main criteria that when improved 
can lead to effective CE implementation. 
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Abstract: The construction industry has an indispensable role in global carbon reduction as it is one of the largest 
generators of carbon footprint emissions. Of various emission sources at different stages of the construction life 
cycle, construction materials and products contribute a considerable proportion, and thus their importance should 
not be neglected. Although multiple carbon certification or labelling schemes for Construction Materials and 
Products (CMPs) have been launched to assess their carbon emissions, such efforts and practices still rely heavily 
on traditional centralized data storage and publishment, which suffer data non-transparency and manipulation 
problems, making it difficult to identify and track carbon footprints of CMPs. Therefore, this paper proposes a 
transparent and reliable carbon auditing framework for CMP certification based on blockchain technology, which 
aims to facilitate the management of carbon footprints ranging from raw material extraction, transportation to 
plants, and manufacturing. In the proposed framework, a two-level privacy blockchain data model summarizing 
carbon footprints is first developed under data transparency and privacy concerns. An asymmetric encryption 
scheme integrating with an online document-sharing system, the InterPlanetary File System (IPFS), is then 
proposed to secure data storage and access during the carbon auditing process. Besides, smart contracts are 
developed to interact with the blockchain network, which supports generating immutable distributed ledgers of 
construction material and product carbon footprints. A prototype using Ethereum, a public blockchain 
development tool, was deployed and evaluated. The feasibility of the framework is validated through an illustrative 
example, showing that the blockchain-based framework is a promising solution in auditing and tracking the carbon 
footprints of CMPs. 
 
Keywords: Carbon Auditing, Blockchain, Carbon Footprint, Carbon Tracking, Carbon Privacy 
 
1. INTRODUCTION 

The construction industry is among the leading industries contributing the largest carbon emissions 
(Sizirici et al., 2021), facing increasing pressure to reduce its life cycle carbon emissions (Huang et al., 2018). As 
it is reported that the extraction and manufacturing of construction materials contribute 70% of carbon footprint 
emissions of various emission sources at the construction stage (Fieldson & Rai, 2009), multiple carbon 
certification or labelling schemes have been developed in different regions as practical and meaningful yardsticks 
to effectively measure and manage the carbon footprints of Construction Materials and Products (CMPs). However, 
the existing carbon certification or labelling schemes for CMPs have been challenged for not providing enough 
transparent carbon footprint data since the limited data disclosure of CMP carbon footprints (Wu et al., 2014a). 
The use of traditional centralized data management methods in these schemes also makes it difficult to verify the 
reliability and authenticity of carbon footprints, which tend to be tampered with by central administrators. 

As an emerging and promising technology, blockchain offers a powerful solution to prevent data 
untransparent, unreliable, and hard-to-track problems (Tao et al., 2022). Blockchain refers to a distributed database 
sharing and storing all committed transaction records through a chain of blocks among a number of participants 
(Xu et al., 2023). Unlike centralized systems, blockchain operates under a distributed peer-to-peer network without 
intermediaries, minimizing reliance on centralized organizations (Braeken et al., 2020). Thus, data transparency, 
reliability, and traceability are guaranteed with blockchain. Based on such advantages, blockchain could be a 
powerful tool to manage carbon footprint data in CMP certification. Without an intermediary or central authority, 
the carbon footprint data of CMPs can be maintained collectively under a transparent environment in a reliable 
manner. However, applying blockchain in the field of CMP certification has yet to be addressed since such 
integration still faces the leakage of sensitive carbon footprint data, such as information about partner material 
suppliers and the consumption quantity of raw materials in CMP manufacturing. 
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transparent carbon footprint data since the limited data disclosure of CMP carbon footprints (Wu et al., 2014a). 
The use of traditional centralized data management methods in these schemes also makes it difficult to verify the 
reliability and authenticity of carbon footprints, which tend to be tampered with by central administrators. 

As an emerging and promising technology, blockchain offers a powerful solution to prevent data 
untransparent, unreliable, and hard-to-track problems (Tao et al., 2022). Blockchain refers to a distributed database 
sharing and storing all committed transaction records through a chain of blocks among a number of participants 
(Xu et al., 2023). Unlike centralized systems, blockchain operates under a distributed peer-to-peer network without 
intermediaries, minimizing reliance on centralized organizations (Braeken et al., 2020). Thus, data transparency, 
reliability, and traceability are guaranteed with blockchain. Based on such advantages, blockchain could be a 
powerful tool to manage carbon footprint data in CMP certification. Without an intermediary or central authority, 
the carbon footprint data of CMPs can be maintained collectively under a transparent environment in a reliable 
manner. However, applying blockchain in the field of CMP certification has yet to be addressed since such 
integration still faces the leakage of sensitive carbon footprint data, such as information about partner material 
suppliers and the consumption quantity of raw materials in CMP manufacturing. 

Therefore, this study develops a novel blockchain-based framework for CMP certification, especially 
towards the process of carbon auditing in CMP certification, which aims to facilitate the transparency, reliability 
and trackability of CMP carbon footprints. The proposed framework also secures the sensitive carbon footprint 
data-sharing under the transparent blockchain environment by developing a two-level privacy blockchain data 
model for CMP certification and implementing asymmetric encryption to realize the data access control. This 
paper is organized as follows. Section 2 briefly introduces CMP certification schemes, including the general 
process map and information flows. Section 3 provides details of our proposed blockchain-based framework. An 
illustrative example to validate the proposed framework is given in Section 4. The discussion is elaborated in 
Section 5. Finally, conclusions are drawn in Section 6. 
 
2. CMP CERTIFICATION 

Since CMPs contribute a large proportion of the life cycle carbon emissions of buildings, there is an 
increasing trend within the construction industry for well-regarded certification schemes for CMPs to assess and 
manage their carbon footprints. Several internationally recognized CMP certification schemes include the Carbon 
Trust Product Carbon Footprint Label in the UK, the Singapore Green Labelling Scheme (SGLS), the Green 
Product Certification Scheme in Hong Kong, and the CarbonCounted in Canada (Wu et al., 2014b). Normally, the 
CMP certification process in these schemes can be divided into three main stages in Figure 1: (1) carbon auditing 
stage for collecting relevant data and measuring the Carbon Footprint of the Product (CFP), (2) application stage 
for preparing certification documents, and (3) certification stage for verifying and issuing CMP certificates. 

 

 
 

Figure 1. Process map and information flows of CMP certification 
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Figure 1 also shows a process map with information flows during the CMP certification process. The CMP 
certification starts with raw material suppliers providing carbon footprint data, especially for material Emission 
Factor (EF) and transportation EF when transferring raw materials to the manufacturer’s plant. After that, the 
manufacturer starts to record carbon footprints generated from CMP manufacturing, which contains the material 
and energy consumption details. Based on the data collected in the previous two steps, the professional carbon 
auditor hired by the manufacturer measures the total CFP, generates the audit report for CMP certification, and 
finishes the carbon auditing stage. At the next application stage, the manufacturer sends the application files with 
the audit report and all relevant proof documents to the certification organization for verification. The certification 
organization issues the CMP certificate after successful verification at the final certification stage. This paper 
mainly focuses on the carbon auditing stage in CMP certification. Multiple carbon footprint-related data and files 
are collected during the carbon auditing process in hard-copies stored in the non-transparent environment, making 
it difficult and time-costly to verify this data and track carbon footprints of CMPs. Thus, this paper aims to 
implement blockchain to provide an efficient data management platform for carbon auditors to collect CMP carbon 
footprints and to facilitate transparency, reliability, and traceability when verifying and tracking carbon footprints 
during CMP certification. 
 
3. METHOD 

This section illustrates the proposed blockchain-based carbon auditing framework for CMP certification 
(shown in Figure 2). Material suppliers, manufacturers, and carbon auditors are the three main stakeholders in the 
proposed framework. In the beginning, encryption transactions are generated and distributed in the blockchain 
network for each stakeholder, which will be used to control the access of sensitive carbon footprint data (see details 
in Section 3.2). Material suppliers record CMP carbon footprints from raw material extraction and transportation 
to plants via blockchain transactions, while manufacturers record CMP carbon footprints from material and energy 
consumption during the manufacturing process. When generating these recording transactions, sensitive carbon 
footprint data is first processed based on asymmetric encryption and then stored in the distributed ledgers, which 
allows the data recipients to access sensitive carbon footprint data after decryption. Thus, the carbon footprint 
data-sharing is secured under the transparent blockchain network. In this proposed framework, CMP carbon 
footprints are recorded and synchronized in every peer’s ledger, which allows carbon auditors to efficiently collect 
carbon footprint data and generate the carbon audit report. It also facilitates the transparency, reliability, and 
traceability of CMP certification, as certification organizations can search and verify CMP carbon footprints with 
immutable blockchain transactions. 

 

 
 

Figure 2. Blockchain-based carbon auditing framework for CMP certification 
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As shown in Figure 3, the architecture of the proposed framework involves four technical layers: (1) data 
access layer to receive user inputs of carbon footprint data required for CMP certification, in which a two-level 
privacy blockchain data model is developed, (2) data privacy layer to pre-process sensitive carbon footprint data 
identified in the developed data model based on asymmetric encryption, (3) smart contract layer to interact with 
blockchain network and automatically generate blockchain transactions, and (4) data storage layer to store different 
types of carbon footprint data. The details of these layers are described in the following subsections. 
 

 
 

Figure 3. Architecture of the proposed framework 
 
3.1 Data Access Layer 

The data access layer is the front end of the proposed framework. This layer is mainly designed to receive 
the carbon footprint data required for CMP certification and to provide the basis for CMP carbon auditing. 
According to the information flows identified in Figure 1, data requirements for carbon auditing in CMP 
certification are thus specified as information exchanges at the carbon auditing stage, which includes the material 
EF proof documents, material transportation proof documents, and material and energy consumption information. 
Based on the identified data requirements, a two-level privacy blockchain data model for CMP certification is 
developed in Figure 4.  

In this developed data model, the inputs of material suppliers are modelled based on the material EF proof 
documents and material transportation proof documents, which will generate a blockchain transaction 
summarizing material origin information. This type of transaction contains basic supply chain information 
(“Material supplier” and “Material type”), and the most vital information to track, which are material emission 
factors (EFs) from material extraction (“Material EF” and “Unit of material EF”) and upstream transportation 
(“Transportation EF” and “Unit of transportation EF”). Meanwhile, the original proof documents of material EF 
and transportation are also input and stored in the blockchain network via the unique document hash value provided 
by the InterPlanetary File System (IPFS) (see details in Section 3.4). For manufacturers, there are two types of 
user inputs: material consumption transaction and energy consumption transaction. Material consumption and 
energy consumption information are modelled to cover (1) the specific product information such as 
“Manufacturer”, “Product category”, and “Product batch ID”, and (2) detailed quantity information affecting the 
CFP calculation like “Material consumption” and “Processing EF”. 

However, since the information in blockchain transactions is totally transparent to network peers, it tends 
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to raise concerns about the leakage of sensitive carbon footprint data required in CMP certification, such as partner 
raw material suppliers of manufacturers and material consumption during CMP manufacturing. Therefore, the 
proposed data model considers stakeholders’ concerns about the privacy of carbon footprint data and identifies 
two privacy levels of carbon footprint data, which are presented below. 

• Privacy level 0 is for non-sensitive information that all users can access. To provide efficient and 
reliable tracking of CMP carbon footprints in CMP certification, carbon emissions from the CMP’s 
components and transportation, especially their EFs, are made transparent when recording. 
Meanwhile, the manufacturer’s information and CMP’s general information are also covered at this 
level, since these kinds of information are available when certifying a specific CMP following 
traditional certification schemes. 

• Privacy level 1 is for private information that should only be accessed by intended recipients, specific 
to carbon footprint data that is transparent to the carbon auditor and not accessed by irrelevant 
stakeholders. Although the proposed framework aims to improve the transparency of CMP 
certification, manufacturers are not willing to share information about their cooperative suppliers and 
manufacturing details with others. However, such partner material supplier information and material 
consumption information are needed for carbon auditors to generate the auditing report. Therefore, 
“Material supplier”, “Material type”, proof documents provided by suppliers, “Material 
consumption”, and proof documents of energy consumption during product processing are identified 
as privacy level 1 information that should be available to carbon auditors, while cannot be accessed 
by other peers.  

 

 
 

Figure 4. Two-level privacy blockchain data model for CMP certification 
 
3.2 Data Privacy Layer 

As transaction information is accessible to all blockchain network peers, concerns regarding data security 
of private carbon footprint data for CMP certification tend to be raised. Thus, the proposed framework adopts the 
data privacy layer by integrating asymmetric encryption to facilitate data security and confidentiality of CMP 
carbon footprints. Asymmetric encryption is a type of encryption scheme that uses a pair of keys, including a 
public key to encrypt the plaintext message and a private key to decrypt the ciphertext message (Simmons, 1979). 
The public keys will be available in public so that anyone who wants to send a message to a recipient can use the 
recipient’s public key for encryption. Private keys under the asymmetric encryption scheme are kept secret to 
ensure only the recipient can know the plaintext message after decryption.  
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As transaction information is accessible to all blockchain network peers, concerns regarding data security 
of private carbon footprint data for CMP certification tend to be raised. Thus, the proposed framework adopts the 
data privacy layer by integrating asymmetric encryption to facilitate data security and confidentiality of CMP 
carbon footprints. Asymmetric encryption is a type of encryption scheme that uses a pair of keys, including a 
public key to encrypt the plaintext message and a private key to decrypt the ciphertext message (Simmons, 1979). 
The public keys will be available in public so that anyone who wants to send a message to a recipient can use the 
recipient’s public key for encryption. Private keys under the asymmetric encryption scheme are kept secret to 
ensure only the recipient can know the plaintext message after decryption.  

Figure 5 shows a transaction of raw material origins generated by Material Supplier A that wants to be 
shared with the carbon auditor. Initially, material suppliers, manufacturers, and carbon auditors distribute their 
asymmetric public keys via transactions in the blockchain network. Carbon footprint data at privacy level 0, such 
as “Material EF” and “Transportation EF”, is input directly in blockchain transactions, and everyone can access it. 
When sharing privacy level 1 information identified in Figure 4, including “Material supplier”, “Material type”, 
and original hash values of proof documents (generated by IPFS), Material Supplier A first encrypts them with the 
carbon auditor’s public key, and the transaction with encrypted ciphertexts is generated and broadcast in the 
blockchain network. After decryption with the private key, the carbon auditor successfully accesses the 
information shared by Material Supplier A, while others can only access the meaningless encrypted version of 
privacy level 1 information. 
 

 
 

Figure 5. An example of securing carbon footprint data using asymmetric encryption  
 
3.3 Smart Contract Layer 

The smart contract layer is mainly designed to connect user inputs after pre-processing in the data privacy 
layer with the blockchain network via smart contracts. Smart contracts are automatically executed codes stored in 
the blockchain that can interact with the distributed ledgers, which can realize functions such as sharing 
information and executing payments (Macrinici, 2018). In the proposed framework, there are two types of smart 
contracts, which are encryption smart contract and recording smart contract. 

• Encryption smart contract is designed to secure carbon footprint data-sharing. This smart contract 
has two main functions: key distribution and key retrieval. Key distribution allows network peers to 
input and distribute their asymmetric public keys for privacy protection, while the key retrieval 
function enables peers to get the public keys of intended information receivers (such as the carbon 
auditor) for carbon footprint data encryption. 

• Recording smart contract helps to transfer user inputs of processed carbon footprint data to immutable 
records distributed in the blockchain network. There are three types of recording functions 
corresponding to three types of transactions identified in Figure 4, which facilitate the generation of 
material origin transactions for material suppliers, and material consumption transactions and energy 
consumption transactions for manufacturers. 

 
3.4 Data Storage Layer 

This section presents the data storage layer in the proposed framework for storing carbon footprint data 
with three methods, integrating a conventional database and two distributed databases (blockchain and IPFS). The 
conventional database is designed to store original carbon footprint data and corresponding blockchain transaction 
indexes for stakeholders’ own management, while blockchain stores public carbon footprint data in original text 
and private carbon footprint data in encrypted versions. IPFS is a decentralized file-sharing and storage platform 
that identifies files based on contents (IPFS community, 2015). When a file is uploaded to IPFS, a unique hash 
value summarizing file contents will be generated, which is a unique record of the uploaded file. Files stored on 
IPFS can be requested and accessed by anyone with the matching hash values. In this paper, IPFS is designed to 
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store and share hard-copy proof documents required for CMP certification, such as source letters of raw materials 
provided by raw material suppliers and annual electricity bills provided by manufacturers. Considering the data 
requirements during CMP certification and blockchain’s unachievable ability to store hard copy files, IPFS serves 
as a decentralized file-sharing and storage platform to facilitate efficient and reliable communication and 
information exchange among participants. Material suppliers and manufacturers first upload proof documents in 
IPFS and then get unique hash values of files returned by IPFS. These hash values are then encrypted with the 
carbon auditor’s public key. After decryption, the carbon auditor can get the original hash value in IPFS and access 
the shared files for auditing. 
 
4. RESULTS 
4.1 Prerequisites 

To validate the proposed framework, a public blockchain platform, Ethereum (Wood, 2014), is used to 
develop the prototype. Blockchain functions supported by smart contracts are developed with Solidity language. 
Three blockchain nodes (material supplier, manufacturer, and carbon auditor) are generated and deployed in the 
Ethereum testnet, Goerli. Besides, the Rivest–Shamir–Adleman (RSA) (Badertscher et al., 2017), an asymmetric 
encryption protocol widely used for data transmission, is selected in this experiment. An IPFS desktop is also set 
up for storing hard copies of proof documents required for CMP certification. An Ethereum transaction search 
engine called Etherscan (Etherscan, 2015) is used in this test for illustrating and tracking blockchain transactions. 
 
4.2 Conduction of Proposed Framework 

First, a pair of asymmetric encryption keys are generated for the carbon auditor in this test. By invoking 
the encryption smart contract, the carbon auditor distributes its public key based on the newly generated encryption 
transaction in the blockchain network. Second, the material supplier collects the carbon footprint information of 
material origins, including the hash value obtained from the IPFS after uploading the proof documents. Then the 
material supplier retrieves the carbon auditor’s public key from the encryption transaction and uses this key to 
encrypt private carbon footprint data identified in Figure 4. After this step, pre-processed carbon footprint data is 
used as the input of the recording smart contract, and a blockchain transaction of material origin is then generated 
in the distributed ledgers which can be searched and tracked through Etherscan. Similarly, the manufacturer sends 
the public carbon footprint data and encrypted carbon footprint data to the recording smart contract as the input, 
and different transactions for material consumption and energy consumption are generated and broadcast. Figure 
6 (a) shows the recording smart contract developed in this test as well as three carbon footprint transactions 
generated, which can be tracked in Etherscan in Figure 6 (b). Figure 6 (c) is the detailed information contained in 
the transaction of recording material origin, and the original information can be accessed by anyone after decoding 
(Figure 6(d)).  
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Finally, the carbon auditor gets a series of transactions of CMP carbon footprint data for auditing. For the 
encrypted carbon footprint information in transactions, the original information is accessed after decrypting it with 
the carbon auditor’s private key. Therefore, based on the immutable blockchain transactions containing CMP 
carbon footprints, the carbon auditor measures CMP’s total CFP and generates an auditing report for certification. 
Moreover, these blockchain transactions also provide reliable data sources for further carbon footprint verification, 
helping to facilitate the transparency, reliability, and traceability of CMP certification. 
 
5. DISCUSSION 

Compared with previous studies, the blockchain-based carbon auditing framework serves as a more 
appropriate data management tool for CMP certification. First, recording CMP carbon footprints in the proposed 
framework is more transparent than traditional certification schemes, allowing carbon auditors, certification 
organizations, and even public users to track CMP carbon footprints. Second, as the transparency-privacy trade-
off commonly exists in blockchain networks, this proposed framework provides balances between maintaining a 
transparent carbon footprint data-sharing environment and protecting sensitive carbon footprint data during CMP 
certification by developing the two-level privacy data model and using asymmetric encryption. Last, this paper 
not only contributes to the academy by exploring blockchain’s potential for carbon auditing in CMP certification 
but also has industry contributions. Based on the transparent carbon footprints recorded in the framework, industry 
consumers are encouraged to cultivate purchasing habits in selecting low-carbon products before construction. 
 
6. CONCLUSIONS 

This research proposes a blockchain-based carbon auditing framework for CMP certification. First, a 
general framework with workflows for carbon auditing in CMP certification under the blockchain context is 
proposed, which identifies the main types of stakeholders and their activities. Second, a two-level privacy 
blockchain data model for CMP certification is developed in this paper, identifying the carbon footprint data inputs 
of the proposed framework and their sensitivity. Based on the data model, asymmetric encryption is implemented 
to secure private carbon footprint data-sharing in the blockchain network. An experimental test is conducted in 
this paper to validate the proposed framework, which demonstrates its feasibility. However, this framework is an 
initial exploration of applying blockchain in CMP certification. In the future, a user-friendly application page and 
more performance tests need to be implemented. 
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Abstract: In addition to climate change, a lack of green space has caused urban warming. In Osaka city, severe 
urban warming reportedly leads to high temperatures. Under these circumstances, the "Grand Green Osaka" project 
is currently underway in a central business district in front of the Osaka central station. This urban development 
project will include a hotel, commercial facilities, and a large 8-hectare green space on a 17-hectare site. This study 
aims to visualize the impact of green space making in a development on the surrounding thermal environment 
based on the climate analysis result by numerical simulation. As a result, a relatively cooler temperature zone was 
further extended within the development area. On the west side of the developed area, the newly developed green 
space was contiguous with the existing green space, which enhanced the high temperature mitigation effect and 
lowered the temperature. On the east side of the developed area, the wind turbulence caused by the appearance of 
buildings and the lower temperature in the developed area brought cooler and stronger wind speeds than the current 
conditions, which contributed to the lower temperature.  
 
Keywords:  Green spaces, Climate analysis, Multi-scale simulator for the geoenvironment, 3D city model. 
 
1. BACKGROUND AND OBJECT 

In addition to climate change, a lack of green space networks has caused urban warming. Osaka is the 
second largest metropolitan area in Japan. The population is concentrated and there are many tall buildings and a 
large skyline. Osaka has been reported to experience high temperature due to the intense urbanization (Takebayashi 
& Moriyama, 2005). In order to mitigate or adapt urban warming, various studies have dealt with understanding 
of climate condition (Kitao et al., 2010; Liqing et al., 2023; Yamasaki et al., 2022), analyzing the relationship 
between temperature and factors (Noguchi et al., 2014; Sasaki et al., 2018) and reflecting these results to urban 
planning or landscape planning (Chao et al., 2012; Inoue et al., 2020; Matsuo et al., 2019). Under these 
circumstances, the "Grand Green Osaka" project has been currently underway in a central business district in front 
of the Osaka central station, within the year 2024. This urban development project will include a hotel, commercial 
facilities, and a large 8-hectare green space on a 17-hectare site. In addition, this aims to realize a new urban model 
for Osaka that incorporates the concepts of SDGs, based on the integrating nature and the city, which will be 
created around the green space making. 

This study aims to visualize the impact of green space making in a development on the surrounding 
thermal environment based on the climate analysis result. It is a city block-level climate analysis based on current 
conditions and post-development numerical calculations using the "MSSG: Multi-scale Simulator for the 
Geoenvironment." 

 
2. METHOD 
2.1  Outline of MSSG Model 

The MSSG model is a coupled atmosphere-ocean model being developed by the Japan Agency for Marine-
Earth Science and Technology, and is a multi-simulation model capable of numerically computing physical 
phenomena at scales ranging from the entire Earth to a single street space. The simulation consists of two steps. 
First, mesoscale meteorological calculations were performed. The calculation was performed using the nesting 
method, with Domain 1 and Domain 2 centered on a central business district in front of the Osaka central station, 
and with initial and boundary values of the atmosphere and land surface data as calculation conditions. Second, 
building-resolving meteorological calculations were performed with Domain 3 using the results of mesoscale 
meteorological calculations as initial and boundary values.  
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Table 1. Numerical calculation conditions 

 
2.2  Calculation Condition 

Table 1 shows the numerical calculation conditions, Figure 1 shows the land use data of Domain 1 and 
Domain 2 and Figure 2 shows the land use data of Domain 3. The calculation period for the mesoscale 
meteorological calculations was set from 00:00 on August 9, 2022 to 00:00 on August 10, 2022. A nesting method 
was used for the calculation domain, with Domain 1 consisting of 240 × 240 grids with a grid size of 1 km and 
Domain 2 consisting of 480 × 480 grids with a grid size of 100 m, centered on the Osaka central station area. As 
the initial value and boundary values, weather data is used Meso Scale Model data with 3-hour intervals, the 
resolution of 10 km. For surface data, the numerical elevation data from the Geospatial Information Authority of 
Japan in 2016 and land use data from the National Land Information in 2016 are used for the calculations. The 
calculation period for the building-resolving meteorological calculations was 13:00-13:20 on August 9, 2022, 
when the daytime temperature was the highest, with the first 10 minutes omitted from the analysis as the run-up 
period. Domain 3 was set to 992 × 992 grids in the xy direction and 151 grids in the z direction with a grid size of 
5 m, and centered on the Osaka central station area. The meso-meteorological calculation results were used for the 
initial and boundary values. The land use data is composed of five categories, “Building,” “Building Site,” “Road,” 
“Greenspace,” “Waters.” “Building” is made from the data of Project PLATEAU, a 3D city model published in 
Japan. The others were made by corresponding the land use data from that’s published in Osaka City Government 
to land use categories of MSSG. Green cover was made using satellite imagery taken on October 2, 2021 by the 
Multispectral Imager (MSI) sensor on Sentinel-2. Building height was determined using the Project PLATEAU. 

 

 
Figure 1. Land use data of Domain1,2 
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From the above, climate current situation was performed. In this study, the analysis of the simulation 
results are in Domain 3 area. We call Domain 3 area “Osaka area” and the central business district in Osaka area 
is defined as “Osaka central station area”. 

After the analyzing the simulation results of current situation, climate future situation after the 
development in the Osaka central station area was simulated. When this simulation is performed, the land use data 
category is changed to refer to the site plan in the Osaka central station area. Figure 3 shows the land use data of 
before and after development. Specifically, the current land use classified as "Building Site" was changed to 
"Greenspace," "Building," and "Road," respectively. In addition, the green cover data is modified and added the 
new green spaces to be created by the development, and the building height is modified height information for 
new buildings by the development. We call these areas as “developed area.” 

 

 
 

Figure 2. Land use data of Osaka area 
 

 
 

Figure 3. Land use data of before and after development 
 

3. RESULTS AND DISCUSSION 
3.1  Current Situation Simulation Results in The Osaka Central Station Area 

Figure 4 shows the simulation results of the daytime temperature and wind distribution in Osaka area. The 
results are averaged from 13:10 to 13:20 and are at 1 m above the ground. Sea breeze blowing from west to east 
is observed in Osaka area. In Yodo River, 3.0 - 6.0 m/s and slightly stronger northwest wind blows. It can be seen 
flowing into the open space north of Osaka central station, and the wind speed is very high at 6 m/s or more. Wind 
speeds 2.0 - 3.0 m/s are also observed along the Dojima River, Tosabori River, and Okawa River upstream. The 
effect is cooler temperatures in the river and surroundings. For example, the Yodo River is the lowest at 30.5 - 
32.0°C, and the Okawa, Tosabori, and Dojima Rivers are also low at 31.5 – 33.0°C. In addition, parks and green 
spaces such as Ogimachi Park, Utsubo Park, and Osaka Castle Park are relatively slightly lower at 31.0 - 33.0°C 
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due to low convective heat is low. On the other hand, wide roads have relatively high temperatures of 35.0 - 36.0°C. 
This is due to the warming of the ground surface caused by the large amount of solar radiation, which raises the 
temperature near the ground surface. In addition, high temperatures are observed away from the river such as 
Tosabori River and the Okawa River within the wide roads. This is because the temperatures are also significantly 
higher, where the distance from the Tosabori River and the Okawa River is greater and the river breezes do not 
reach the area. 

Figure 5 shows the daytime temperature and wind distribution in the Osaka central station area. In this 
area, the temperature is 32.5 - 36.5°C. This shows that the temperature varies greatly depending on the location. 
First, the temperature within the district that will change in the future due to development, the temperature is 32.5 
- 33.5°C, with the high temperatures being mitigated. This is thought to be due to cool sea breezes blowing from 
the southwest and river breezes flowing in from the Yodo River, as wind speeds are as high as 4.0 - 6.0 m/s. The 
temperature on the north side of the Umeda Sky Building was also lower than 32.5°C. This can be attributed to 
the green space at the foot of the Umeda Sky Building. The wind also becomes a valley wind between the north 
and south buildings of Grand Front Osaka, blowing at 4.0 - 6.0 m/s up to the Hankyu Osaka Umeda Station. On 
the other hand, the temperature is relatively high between 35.0 and 36.5°C on the west side of the track of the 
Osaka central station, northwest of Nishi-Umeda Station, east of the Diamond District, and between the buildings 
southeast of Hankyu Osaka-Umeda Station. 
 

 
 

Figure 4. Temperature and wind distribution of Osaka area 
 

 
 

Figure 5. Temperature and wind distribution in the Osaka central station area 
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3.2  Changes Climate Condition by Comparing Current and After Development Simulation Results 
Figure 6 shows the simulation results of the temperature and wind distribution in the Osaka central station 

rea. Compared with the current condition, a lower range of 2.0 °C to 1.0 °C was confirmed in the developed area, 
and the temperatures are lower than 32.0 °C. In particular, the temperatures of the center of the developed area, 
where the new green spaces are to be created, and its surroundings are 31.0 - 32.0 °C. The wind speeds decreased 
by more than 2.0 m/s in the northern part developed area and increased in the southern part. Small wind turbulence 
caused by the newly constructed buildings was observed at several locations, and wind speeds were seen lower 
compared current situation. Looking at the area around developed area, temperatures in the eastern area were lower 
than 32.0°C in some places, which is thought to be due to the cool valley winds that were 1.0 - 2.0 m/s higher than 
the current conditions from the developed area and carried to the east side of the area. In addition, a lower range 
of 0.5°C to 1.0 °C compared to the current condition was spread to the north side. In the western area, the cool 
breeze from the developed area can be seen to have lowered the temperature. This is presumably due to the 
sequence between the green space at the foot of the Umeda Sky Building and the newly developed green space. In 
the south side area, a lower range of 1.0°C to 2.0 °C compared to the current condition was also spread. On the 
other hand, some temperature increases or were observed. In the green areas on the west side of the Umeda Sky 
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Abstract: Utilizing green contracting is a prominent technique to advocate sustainable construction in reducing 
CO2 emissions from nonroad heavy construction equipment. Although sustainable equipment regulations have 
established the standard for controlling emissions from equipment, it still mostly executes in the preconstruction 
phase. However, a method to control emissions during the construction phase to adhere to the green contracting 
requirements has not been fully developed. Therefore, there is a pressing need for new research to develop a 
tracking support and control system for monitoring emissions during the construction phase. This paper presented 
a tracking control optimization model with the capability to identify the potential key date(s) for monitoring the 
contractor’s green performance to secure the onsite emissions within the terms of the contract agreement. The 
tracking control model is implemented based on the concept of earned value management for estimating emissions 
variation and predicting emissions toward project completion. The model is applied to a hypothetical example of 
a road construction project with an expected result presenting optimal solutions of the emission-tracking date that 
enables a suggestion for improving sustainable options on the construction equipment fleet. The proposed 
optimization model should prove useful as a sustainable tracking and control mechanism facilitating project 
owners in identifying sustainable key date(s) for monitoring the emissions to assure the effectiveness of green 
contract implementation. 
 
Keywords:  CO2 emission, Optimization, Earned value management, Road construction projects. 
 
1. INTRODUCTION  

According to the Federal Office for the Environment (FOEN), the construction sector is the highest diesel 
consumer, with approximately 40% of the total diesel consumed in the nonroad sector, especially nonroad heavy 
construction equipment. Importantly, the use of diesel also affects the environment, and it is an essential cause of 
greenhouse gas emissions. The equipment are the main sources of air pollutants including carbon oxides (CO and 
CO2), hydrocarbons (HC), nitrogen oxides (NOx) and particulate matter (PM). FOEN (2015) reported that 
construction equipment is the most polluting source of greenhouse gas emissions into the atmosphere compared 
to all nonroad sectors (34% of nonroad emissions). These emissions can cause a variety of health effects, such as, 
asthma, lung cancer, and respiratory disease (Kenny & Priyadarshini, 2020). 

The stakeholders, including the government, private sector, trade organizations, and others involved in 
the construction industry have been conscious of the need to reduce greenhouse gas emissions and promote clean 
diesel technology, such as Diesel Particulate Filter (DPF), Catalyzed Converter/Muffler (CCM) and CMX Catalyst 
Muffler (EPA, 2005; NEDC, 2011). For example, the Northeast Diesel Collaborative (NEDC) work group adopted 
the model construction contract and specifications to promote the use of emission controls in the construction 
industry. Some projects incorporate sustainable equipment regulations certified by the United States 
Environmental Protection Agency (US EPA) in the contract specification to reduce and control emissions from 
nonroad heavy construction equipment. However, it is still challenging to manage and control the emissions of the 
construction operation throughout the preconstruction and construction phases. Although the current emission 
reduction regulation has a great benefit on environment as the equipment control standard (Shao, 2016). However, 
it still unattractive to contractors in adopting the equipment standard in their projects in terms of the financial 
perspective. 

To achieve the goal of air quality improvement in the construction sector, Huang and Fan (2022b) 
proposed a responsibility-sharing subsidy policy that helps the government determine subsidy value and emission 
limits, as well as developed the decision-support tool for construction equipment replacement and retrofitting 
strategies. Patcharachavalit et al. (2023) developed a decision-support optimization model for selecting a 
sustainable equipment fleet by considering an availability of equipment investment budget and construction time.  

The subsidy and incentive policies have been used for motivating the contractor in many studies (Huang 
& Fan, 2022a; Huang & Fan, 2022b; Metham & Benjaoran, 2018). Nevertheless, the implementation lacks a 
method for monitoring and controlling emissions from contractor operations during the construction phase. Thus, 
to address this problem, this study aims to introduce a tracking control optimization model to identify the potential 
key date(s) for monitoring the contractor’s green performance to secure the emissions during the construction 
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proposed a responsibility-sharing subsidy policy that helps the government determine subsidy value and emission 
limits, as well as developed the decision-support tool for construction equipment replacement and retrofitting 
strategies. Patcharachavalit et al. (2023) developed a decision-support optimization model for selecting a 
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The subsidy and incentive policies have been used for motivating the contractor in many studies (Huang 
& Fan, 2022a; Huang & Fan, 2022b; Metham & Benjaoran, 2018). Nevertheless, the implementation lacks a 
method for monitoring and controlling emissions from contractor operations during the construction phase. Thus, 
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phase. Moreover, the proposed tracking control optimization model can find the key date(s) for improving the 
sustainable option on the construction equipment fleet for emissions reduction before exceeding the predetermined 
emission limit.  
 
2. METHOD 

The tracking control optimization model to identify the potential key date(s) for securing the emissions 
within the terms of the contract agreement consists of five modules: (1) determining project performance baseline; 
(2) monitoring contractor’s green performance; (3) predicting contractor’s green performance at completion; (4) 
improving sustainable option; and (5) developing optimization model. The details of each module are provided in 
the following subsections: 
  
2.1  Determining Project Performance Baseline  

The project performance baseline during construction is essential for owners or controllers in monitoring 
the CO2 emissions due to the impact of the different uses of equipment. It is calculated as the planned CO2 
emissions from construction equipment usage according to the construction method and project scheduling 
incorporating with the CO2 emission reduction goal. The project performance baseline will be used to control the 
predicted of CO2 emissions at completion and ensure if it is within the limit. In this study, the budgeted CO2 of 
work scheduled (BCO2WS) based on earned value management theory was applied as the project performance 
baseline. The CO2 emissions factor is defined in kgCO2/liter based on the fuel consumption usage (EPA, 2018), 
as shown in Equation (1). 

 
 BCO2WS = PWH × PFR × EF (1) 
 

where BCO2WS = budgeted CO2 of work scheduled (kgCO2); PWH = planned work hour (hr); PFR = planned 
fuel consumption rate (liter/hr); and EF = CO2 emission factor (kgCO2/liter). 
 
2.2  Monitoring Contractor’s Green Performance 

This step determines the contractor’s performance using the concept of earned value analysis. The CO2 
emission performance index (CO2PI) is applied to represent the actual green performance from contractor’s 
operations, calculated as the ratio of the budgeted CO2 of work performed (BCO2WP) and the actual CO2 of work 
performed (ACO2WP) by using Equations (2) - (4), respectively. There are three cases for calculating the CO2 
emission performance index (CO2PI): (1) CO2PI is less than 1, indicating that actual CO2 emissions are greater 
than the CO2 emission budget; (2) CO2PI greater than 1, indicating actual CO2 emission less than the CO2 emission 
budget; and (3) CO2PI equal to 1, indicating actual CO2 emission equal to the CO2 emission budget.  

 
 BCO2WP = AWH × PFR × EF (2) 
 
 ACO2WP = AWH × AFR × EF (3) 
 
 CO2PI = BCO2WP/ ACO2WP (4) 
 

where BCO2WP = budgeted CO2 of work performed (kgCO2); AWH = actual work hour (hr); ACO2WP = actual 
CO2 of work performed (kgCO2); AFR = actual fuel consumption rate (liter/hr); and CO2PI = CO2 emission 
performance index. 
  
2.3  Predicting Contractor’s Green Performance at Completion 

To predict the CO2 emission at project completion, the owners or controllers need to measure the current 
states of CO2 emission at a point of time based on the contractor’s green performance, and then forecast the at-
completion emission based on the current CO2PI (see Equations (5) – (6)).  

 
 CO2BAC = ∑BCO2WS (5) 
 
 ECO2AC = CO2BAC/ CO2PI (6) 
 

where CO2BAC = budgeted CO2 emission at completion (kgCO2); and ECO2AC = estimated CO2 at completion 
(kgCO2). 
 
2.4  Improving Sustainable Options  

The purpose of this module is to help the owners or controllers to estimate CO2 emissions under a 
suggestion for improving sustainable options on the construction equipment fleet for the contractor towards 
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emission mitigation. The sustainable option will be applied to the fleet right after a tracking date in case that 
ECO2AC is higher than the sum of BCO2WS. Notably, the percentage of CO2 emission reduction was assigned 
depending on the implementation of sustainable options. Equation (7) presents this calculation step: 

 
 CO2SO = ECO2AC × RE (7) 
 
where CO2SO = CO2 emissions after sustainable option implementation; and RE = percentage of CO2 emissions 
reduction from sustainable improvement. 
 
2.5  Developing Optimization Model 

As aforementioned, the main objective in this study is to optimize potential key date(s) for monitoring the 
contractor’s green performance in order to secure the emission during the construction phase, subject to the 
restriction of the estimated CO2 emission at completion. The optimization model is proposed to help the owners 
or controllers find the optimal key date(s) for monitoring CO2 emissions, in which the amount of CO2 emission of 
the entire equipment fleet can be reduced by the sustainable option strategies application, as shown in Figure 1. 
 

 
 

Figure 1. CO2 emission tracking control optimization model 
 
3. APPLICATION EXAMPLE AND PRELIMINARY RESULTS 

This paper exemplified an application example with six equipment types working during a 10-day period, 
as shown in Table 1, to demonstrate the capabilities of the CO2 emission tracking control optimization model in 
identifying the potential key date(s). The key date(s) was defined as decision variables by which date the owners 
or controllers should monitor the CO2 emissions from the equipment fleet and applying the sustainable options to 
reduce CO2 emissions. This can prevent the onsite emissions from exceeding the CO2 emission baseline. In this 
study, the actual CO2 emission was assumed with an additional 10% from the planned CO2 emission and a 20% 
emission reduction due to the improvement in the construction equipment fleet after using sustainable options. It 
was also assumed that if the CO2 emissions exceeded the baseline, such types of equipment working on tracking 
date must be improved. Notably, for the construction equipment, the sustainable option was installed only once on 
the next working day.  
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This paper exemplified an application example with six equipment types working during a 10-day period, 
as shown in Table 1, to demonstrate the capabilities of the CO2 emission tracking control optimization model in 
identifying the potential key date(s). The key date(s) was defined as decision variables by which date the owners 
or controllers should monitor the CO2 emissions from the equipment fleet and applying the sustainable options to 
reduce CO2 emissions. This can prevent the onsite emissions from exceeding the CO2 emission baseline. In this 
study, the actual CO2 emission was assumed with an additional 10% from the planned CO2 emission and a 20% 
emission reduction due to the improvement in the construction equipment fleet after using sustainable options. It 
was also assumed that if the CO2 emissions exceeded the baseline, such types of equipment working on tracking 
date must be improved. Notably, for the construction equipment, the sustainable option was installed only once on 
the next working day.  

Table 1. Equipment usage during 10-days period 

Equipment type 
Number of pieces of equipment 

Day 
1 2 3 4 5 6 7 8 9 10 

Excavator 2 2 2 2 2 2 2 2 2 2 
Truck - 3 1 3 1 1 1 1 1 1 
Grader 1 - 1 1 - 1 1 1 1 1 
Rubber-tired roller - 2 1 2 1 1 1 1 1 1 
Steel-wheeled roller - - - 1 - 1 1 1 1 1 
Vibrating roller - - - - 2 - - - - - 

 
Figure 2 demonstrates the potential key date(s) under the objective of minimizing CO2 emissions. After 

investigation, it reveals that the model will identify the potential key date(s) when new equipment types(s) were 
used. Comparing between Day 2 and Day 3, more potential key date was set on Day 2 due to different use of 
equipment from the previous key date (truck and rubber-tired roller). This is because the same equipment types 
were still used on Day 3 with no effect on CO2 emission reduction. Furthermore, Day 5 could not be identified as 
a potential date. It is noticeable that no other equipment type was applied afterwards (see Days 6 - 10) that can 
cause a reduction in CO2 emissions.  
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Figure 2. Potential key date(s) 
 

Table 2 illustrates the preliminary conclusion for the different potential key date(s). Alternative A shows 
more promising key date(s) in reducing CO2 emissions when compared to Alternative B. The excavator and grader 
working from the first day can substantially reduce emissions if applying the sustainable options early. For the 
small-scale project as the application example, CO2SO can basically reduce at least 8% from BCO2WS and can be 
different around 400 kg of CO2 between both key date alternatives. The magnitude of impact would definitely be 
gigantic on a larger scale project with a longer construction duration. To sum up at this stage, it tends to be more 
beneficial to monitor emissions early at the first day of such equipment type employed. 
 

Table 2. CO2 emission of different potential key date(s) 

Alternative 
Tracking status BCO2WS 

(kg) 
CO2SO 

(kg) Day 
1 2 3 4 5 6 7 8 9 10 

A           30,199 27,750 
B           28,119 

Remark:  = tracking;  = not tracking   
 
5. CONCLUSIONS 

In this study, the conceptual framework of an emission tracking control optimization model is introduced 
to help the project owners in controlling emissions from equipment during the construction phase. The model was 
aimed to identify the potential key date(s) and simultaneously optimize for monitoring the contractor’s green 
performance from the construction equipment fleet with the objective of minimizing CO2 emissions. 

The application example shows that the emission tracking control model can reach emission mitigation 
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and secure CO2 emissions within the terms of the contact agreement. The model can suggest the date for monitoring 
emissions from the viewpoint of owners or controllers to prevent emissions from exceeding the baseline. From the 
contractor’s perspective, the date for improving sustainable options can be obtained when monitoring the 
contractor’s green performance is implemented. 

However, at this beginning stage, other comprehensive and detailed CO2 emission calculations should be 
further analyzed to investigate the impact of different potential key date(s). For example, the actual CO2 emissions 
of each equipment type should be different and more realistic. Nevertheless, the improvement of the construction 
equipment fleet in the current model is still limited, as it is allowed to change all pieces of equipment when CO2 
emissions exceed the baseline on the tracking date. In addition, the further study and information are still required 
to improve the model performance and efficiency.  
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Abstract: Due to climate change, many Japanese cities are experiencing severe flooding and severe summer 
thermal environments in the outdoor spaces. Under such circumstances, the use of green infrastructure is 
considered to be one of the effective options to adapt to climate change (mitigation of flood damage and severe 
thermal environment). On the other hand, many provincial cities in Japan are facing a declining population and an 
increasing amount of low-used lands and un-used lands, which will require land use re-arranging in the near future. 
This increase in low-used and un-used lands can be considered an opportunity to introduce green infrastructure. 
Therefore, in this study, authors utilized GIS and numerical simulation models to identify suitable sites for effective 
green infrastructure building by evaluating multiple scenarios. This study shows that the introduction of G.I. into 
underutilized land has some positive effects on both urban flood control and the improvement of the thermal 
environment. 
 
Keywords: Green Infrastructure, Climate Change, Flood Control, Urban Warming, Population Decreasing 
 
1. INTRODUCTION 

With climate change on the rise, green infrastructure must be introduced into urban spaces because of its 
various benefits, such as flood control and severe thermal environment mitigation (Mattews et al., 2015; Matsuo 
& Tanaka, 2019). Therefore, it is necessary to consider how to introduce green infrastructure (G.I.) in actual urban 
spaces, but the major challenge is to supply sufficient places for its introduction. On the other hand, in recent years, 
many local cities have seen a marked increase in vacant houses, vacant lots, and other underutilized land as a result 
of population decline and aging, pointing to the need for urban contraction in terms of safety and convenience of 
living (Sakamoto et.al., 2017; Tamura et.al., 2023). In such cities with declining populations, we considered it 
effective to utilize underutilized land as a place to introduce G.I.. Therefore, the purpose of this report is to 
understand the effects of G.I. introduction on flood control and improvement of thermal environment in low-
underutilized lands by using numerical analysis, and to identify areas where G.I. introduction is highly effective. 

The study area covered the Central District of Kure City, Hiroshima Prefecture. In the district, the 
following phenomena have been observed in recent years: (1) a rapid increase in the number of vacant houses and 
land, mainly in the sloping urban areas, due to population decline; (2) an increase in flood damage; and (3) a rise 
in average temperatures. 

 
2. SCENARIO DESIGN FOR G.I. INTRODUCTION 

Vacant houses, vacant lots, and parking lots (monthly parking lots and coin-operated parking lots) were 
defined as "low-underutilized land. Using residential map data, residential address number control maps, etc., sites 
with an average area for each type of low-underutilized land in the subject area were extracted, and a G.I. 
introduction model was created for these sites with reference to previous cases. In addition, three G.I. introduction 
scenarios were developed for use in the scenario evaluation. The specifics are as follows: 

(Scenario 1) Scenario that does not assume the demolition of vacant houses (no demolition): Vacant 
buildings, vacant sites, vacant land, and parking lots are subject to G.I. introduction, without assuming the 
demolition of vacant houses. 

(Scenario 2) Scenario assuming demolition of vacant houses (with demolition): Vacant houses are 
assumed to be demolished, and the current building area is also assumed to be target to G.I. introduction. 

(Scenario 3) Scenario assuming double the current ratio of vacant houses (double the current ratio of 
vacant houses): G.I. introduction is conducted assuming a case in which the ratio of vacant houses in the target 
land becomes double the current ratio in the future. The vacant houses are assumed to be demolished. 

and secure CO2 emissions within the terms of the contact agreement. The model can suggest the date for monitoring 
emissions from the viewpoint of owners or controllers to prevent emissions from exceeding the baseline. From the 
contractor’s perspective, the date for improving sustainable options can be obtained when monitoring the 
contractor’s green performance is implemented. 

However, at this beginning stage, other comprehensive and detailed CO2 emission calculations should be 
further analyzed to investigate the impact of different potential key date(s). For example, the actual CO2 emissions 
of each equipment type should be different and more realistic. Nevertheless, the improvement of the construction 
equipment fleet in the current model is still limited, as it is allowed to change all pieces of equipment when CO2 
emissions exceed the baseline on the tracking date. In addition, the further study and information are still required 
to improve the model performance and efficiency.  
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3. SCENARIO EVALUATION FOR THE FLOOD CONTROL EFFECTS 
3.1 Numerical Model for Flood 

A numerical analysis model was developed to predict the flood control effects of the G.I. implementation 
scenario. The model was constructed using InfoWorks ICM, combining surface data (land use and river 
information) and subsurface data (boreholes and culverts) to reproduce water flows such as rainwater infiltration 
and surface runoff at the target site. Numerical analysis was performed on this model using the rainfall data of 
Heavy Rain in July 2018 as the target rainfall. The results of this numerical analysis (inundation area) were 
confirmed to generally overlap with the actual damage area, and this model was used in the subsequent analysis. 
 
3.2 Scenario Evaluation 

The values of inundated area and total inundation volume for each scenario are shown in Figure 1. No 
significant effect on inundated area can be expected for scenarios (1) no demolition and (2) with demolition. 
However, a certain effect can be seen for the total inundation volume, and the effect is relatively large especially 
for the case of “(2) with demolition”. Comparing the results of “(1) no demolition” (i.e., installing rainwater 
harvesting facilities) and “(2) with demolition” (i.e., installing G.I. with infiltration functions) for vacant buildings, 
a difference in effectiveness can be seen, indicating that the storage function alone is not expected to have a 
significant effect. On the other hand, a significant effect is seen in “(3) double the current ratio of vacant houses”. 
Proactive introduction of G.I.s, especially in areas where population is expected to decline in the future, is 
considered effective. 
 

 
 

Figure 1. Flood control effect for each scenario 
 

3.3 Identification of G.I.-Introduced Areas with High Flood Control Effectiveness 
In order to identify areas where G.I. introduction is highly effective, the target area was divided into 10 

catchment areas, and scenarios were created for each catchment area with G.I. introduction. Numerical analysis 
was then conducted for each scenario to identify catchment areas with high G.I. introduction effects. The catchment 
areas were compared by defining the “G.I. introduction effect (flood control)” as the reduction in inundated area 
divided by the area of G.I. introduction in each catchment area. Figure 2 shows the results. The areas with the 
highest introduction effect can be seen on the north and west slopes of the target district. 
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Figure 2. Area with high flood control effectiveness 
 

4. SCENARIO EVALUATION FOR THE SEVERE THERMAL EVVIRONMENT MITIGATION 
EFFECTS 
4.1 Numerical Model for Urban Climate 

To predict the effect of G.I. introduction on the thermal environment improvement, an MSSG model was 
set up in a supercomputer (Earth Simulator) owned by JAMSTEC (Japan Agency for Marine-Earth Science and 
Technology). The numerical model was set up using GIS data on land use, building height, elevation, and tree 
location to reproduce the distribution of the thermal and wind environment at the target site (spatial resolution of 
5 m). Comparison of the results of the numerical calculation with the results of the temperature measurement 
survey conducted on August 1, 2021 showed a high correlation between the two (correlation coefficient of 0.86), 
and we considered that the temperature distribution trend at the subject site was generally reproduced. Therefore, 
we decided to use this model in the following analysis. 

 
4.2 Scenario Evaluation 

Table 2 shows the average temperatures of the residential areas across the target sites for each scenario. 
Even for “(3) double the current ratio of vacant houses,” not much effect is observed for the entire target area. On 
the other hand, seeing the distribution of temperature change for “(2) with demolition” (Figure 3), areas where the 
temperature decreases by more than -0.5°C can be seen in various locations. Therefore, there are some areas where 
the effect is locally significant. In particular, the temperature decrease is large on the northern and eastern slopes 
of the subject site, and this is thought to be due not only to G.I.-Introduction, but also to the ventilation environment 
improvement effect of the entire target area due to the removal of vacant houses. 

 
Table 2. Scenarios evaluations 

Scenarios Average Temperature 
(degree C.) 

Temperature Change 
(degree C.) 

Current Situation 
 31.92 - 

Scenario 1 
(no demolition) 31.85 -0.07 

Scenario 2 
(with demolition) 31.79 -0.13 

Scenario 3 
(double the current ratio of vacant 

houses) 
31.70 -0.22 
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Figure 3. Temperature differences between “Scenario 2” and “Current Situation” (Unit: degree C.) 
([Scenario 2] – [Current Situation]) 

 
4.3 Identification of G.I.-Introduced Areas with High Thermal Environment Mitigation Effectiveness 

In order to identify areas where the G.I. introduction effect is significant, we defined “G.I. introduction 
effect (thermal environment)” as the temperature change (average value) in each administrative district (100 
districts in total) in the “(2) with demolition” scenario divided by the G.I. introduction area, and compared the 
administrative districts. Figure 4 shows the results. High introduction effect is obtained in the northern and western 
slopes, especially in the middle of the slope (elevation 30-60 m) where the current building density is higher. 

 

 
 

Figure 4. Area with high thermal environment mitigation effectiveness 
 

5. EXTRACTION OF AREAS WHERE BOTH OF THE TWO EFFECTS ARE SIGNIFICANT 
Overlaying the areas with large G.I. introduction effects extracted in Chapters 3 and 4, areas with large 

effects in terms of both flood control and severe thermal environment mitigation (G.I. introduction priority areas) 
were extracted. This is the G.I. introduction priority area map (Figure 5). Priority areas for GI introduction are 
often found in sloping urban areas with a high rate of population decline. This may be due to the fact that sloping 
urban areas are densely built, poorly ventilated, and have weak infrastructure such as sewage pipes. 
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Figure 5. Area with high thermal environment mitigation effectiveness 
 

6. SUMMARY 
This study shows that the introduction of G.I. into underutilized land has some positive effects on both 

urban flood control and the improvement of the thermal environment. The study also indicated areas where the 
effect is significant. In sloping urban areas where population is expected to decline in the future, it is desirable to 
actively introduce G.I. to underutilized land.  
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Abstract: For decades, improving energy efficiency and performance of buildings has been a challenge. Nowadays, 
in order to predict the building's energy performance to support decision-making in the selection of design retrofit 
options, energy simulation tools have become very useful and well-known among designers and researchers. Great 
accuracy in the related input parameters is required to generate a dependable simulation model. Outdoor climate 
is one of the most affected parameters in the simulation results. This study aims to investigate the reliability of 
simulation in a hot and humid climate. A Thai construction located in Bangkok is selected as a case study. The 
method is to compare measured values of energy consumption with the same parameters calculated in the software 
using outdoor climate data from in situ measurement and typical outdoor climate data. The evaluation of the 
predictive performance of the simulation model using local climate data and data from the ASHRAE weather 
database will be presented. 
 
Keywords: Energy simulation, Typical weather file, Buildings energy consumption, Hot-humid climate 
 
1. INTRODUCTION 

Building performance and energy efficiency improvements have been a challenge for decades. Simulation 
tools, such as dynamic building performance modeling software, are known to deploy the prediction of the whole 
energy consumption, the indoor thermal environment, and the amount of indoor heat gain to support decision-
making in the selection of design options. Furthermore, building simulation issues today go beyond only building 
design to include building operation, diagnostics, and commissioning (Monetti et al., 2015). Concerns regarding a 
discrepancy between buildings’ predicted and actual measured energy performance, known as ‘performance gap’ 
(Zero Carbon Hub, 2010; Menezes et al., 2011), are growing in the construction sector (Wilde, 2014). For many 
years, various studies have been conducted to find solutions to reduce this gap and increase the accuracy of the 
simulation models. According to previous research regarding the predicted and actual energy performance of non-
domestic buildings (Menezes et al., 2011), the measured energy use can be up to 2.5 times greater than the expected 
energy use, which highlights the magnitude of this gap. There are various factors affecting the error between 
predicted and actual energy performance, such as occupancy behaviors, building material properties, local 
surroundings, and indoor and outdoor climate conditions (Sarna, Ferdyn-Grygierek, & Grygierek, 2022; Lam et 
al., 2014). The temperature difference between the two sides of the building envelope components directly affects 
the heat gain, making the outdoor weather data and indoor climate condition ones of the most important factors 
influencing the accuracy of the energy modeling performance (Kiesel, Vuckovic, & Mahdavi, 2013; Erbaa, 
Causonea, & Armani, 2017). In addition, although research regarding weather data inputs has been done in several 
places (for example, Crawley, Lawrie 2019; Erbaa, Causonea, & Armani, 2017; Kiesel, Vuckovic, & Mahdavi, 
2013), hot and humid regions have received less attention from the related studies despite having a significant 
number of performance simulations conducted in the related research and design processes. In hot and humid 
regions, there has been some research conducted in the field of building performance simulation validation which 
concentrates on comparing fieldwork data to simulated data (Al-Tamimi, Fadzilb, 2010; Indana, Dinapradipta, & 
Samodra, 2020). However, the optimization-based calibration approach focusing on the weather data is a rarity. 
Hence, in this study, various simulations will be conducted with varied weather data inputs, both outdoor and 
indoor, under the hot-humid climate conditions (Bangkok, Thailand). The simulations' outcomes will be discussed. 
Moreover, a comparison of the simulation results with actual data on energy use will be discussed. 

 
2. METHOD 
2.1  Methodology  

To achieve the purpose of this study, a simplified process for calibrating dynamic building energy models 
that can be used by both professionals and researchers is presented (Chong et al., 2021; Fabrizio & Monetti, 2015). 
The calibration in this paper will focus only on adjusting the inputs of climate condition data in order to reduce the 
performance gap by applying an optimization-based calibration approach (Monetti et al., 2015). Optimization 
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2. METHOD 
2.1  Methodology  

To achieve the purpose of this study, a simplified process for calibrating dynamic building energy models 
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refers to the adjustment of parameters for a better match with the actual measured data when used in calibration. 
This study conducts the four steps of optimization-based calibration using climate factors. Firstly, a dynamic 
energy simulation tool is used to conduct the building energy evaluation. The model that is currently being defined 
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Scenario 1, and Scenario 2 (see Table 1). To improve the predictive performance of the simulation, on-site 
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processing of the optimization outcome is conducted to validate the calibrated building model's accuracy. 
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Table 1. Building performance simulation scenarios 

Simulation scenarios Indoor condition Outdoor climate 
Initial model 25℃ ASHRAE as typical data 

1 25℃ On-site measurement data 
2 On-site measurement data 

(actual room temperature) 
On-site measurement data 

 
2.2  Building Case Study Characteristics 

 The case study building is selected as an experimental room constructed in the parking lot area at the 
department of industrial design, Chulalongkorn University, Bangkok. The case study is a one-story building with 
dimensions of 2.30 meters in width, 5.40 meters in length, and 3.20 meters in height. The building envelope 
comprises three layers, including (1) fiber cement board with a thickness of 12 mm as an exterior layer, (2) glass 
wool (density 24 kg.m-3 with a k-value of 0.035 W.m-1.oC-1 with a thickness of 100 mm as a middle layer, and 
(3) gypsum board with a thickness of 9 mm (doubled layer) as an interior layer. 

 
 

Figure 1. Case study building floor plan with the location of the sensor measuring indoor temperature 
 

Sensor measuring temperature 
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Figure 2. Case study building section with the location of the sensor measuring indoor temperature 
 
2.3  Building Operation and Simulations Settings 

The case study operation and the on-site measurements (i.e., outdoor and indoor temperature, AC electrical 
power consumption, and outdoor solar radiation) were conducted between March 14th, 2023, and March 26th, 
2023. The air conditioning operates from 8:00 a.m. to 16:00 p.m. every day, with the temperature set at 25 oC. The 
properties of the building component materials correspond to the values of the actual material properties. The value 
of the air conditioning COP is 3.50. The conditions for all simulations are shown in Figure 3. The simulation 
software used in this study is TRNSYS with the TESS library, which is used to model the performance of transient 
systems commonly known for energy simulation (TESS, 2019). To determine how much electricity was used, the 
cooling sensible heat load of the AC (kWh) must be simulated. Using a COP of 3.5, the cooling sensible heat load 
is converted to AC electrical power consumption. The three simulation models are performed with different 
boundary conditions. Regarding the initial model, the outdoor boundary condition of the simulation is set using 
ASHRAE as typical climate data. Created in collaboration with White Box Technologies (WBT), IWEC2 weather 
files from ASHRAE are available instantly via the website (ASHRAE, n.d.) for individual purchase or in sets by 
nation or region. Simulation scenario 1 uses onsite measurement data as an outdoor climate condition. While the 
first two models use an indoor thermostat set point of 25 degrees Celsius as an indoor condition setting, the third 
model, labeled Simulation Scenario 2, uses on-site indoor monitoring data (i.e., indoor temperature) as an input 
for indoor condition. The location of the sensor is illustrated in Figure 1 and Figure 2.  
 

 
 

Figure 3. Conditions for the three simulation cases: initial model, scenario 1, and scenario 2. 

Sensor measuring temperature. 
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Sensor measuring temperature. 

3. RESULTS 
The three simulation models (the initial model, scenario 1, and scenario 2) are conducted with different 

boundary conditions for indoor and outdoor. The simulation results presented as the AC electrical power 
consumption (kWh) accumulating the power used every day from March 14th to March 26th, 2022, are shown in 
Table 2 with the actual measurement of AC electrical power consumption (kWh). Overall, it can be clearly seen 
that using either the typical weather data or the in-situ outdoor climate data as boundary conditions leads to the 
occurrence of a performance gap approximately 10–20% different from the actual cooling power consumption. 
However, the actual indoor climate data, including dry bulb temperature as an input, can provide a more accurate 
result as cooling energy consumption (kWh) with an error of 5% compared to the actual energy consumption 
collection. 
 

Table 2. AC electrical power consumption (kWh) of Initial model, scenario 1 model, and scenario 2 model 

Simulation model 
AC electrical power consumption 

(kWh) 
The percentage of the 

consumption different from the 
actual data (%) 

Initial model (ASHRAE) 25.3 8.3 
Scenario 1 (Local outdoor climate) 21.7 21.4 
Scenario 2 (Local indoor climate) 26.3 4.7 

Actual measurement 27.6 - 
 
4. DISCUSSION 

The difference in AC electrical power consumption (kWh) between the initial model (using ASHRAE 
weather data) and Scenario 1 (local outdoor climate) can be assumed to be caused by the different degree of solar 
radiation. Figure 4 shows the hourly solar radiation rate of ASHRAE climate data and on-site outdoor 
measurements and temperatures (T) from different sources and locations on March 14th, 2022. The on-site outdoor 
temperature values are higher than the temperature values generated from the typical weather file (Figure 4b), even 
though the on-site solar radiation rate is lower (Figure 4a). It can be inferred that solar radiation has a stronger 
effect on envelope heat gain compared to outdoor temperatures. And the simulated indoor temperature presents 
higher values than the onsite indoor measurement (Figure 4b). This finding might be caused by the greater amount 
of heat gained through the exterior walls. Moreover, scenario 2's outcome, energy consumption, gives the highest 
accuracy with the lowest percent error of approximately 5%. It can be argued that this case performs the simulation 
without dependency on inputs related to internal heat gain, for example, building materials, surface temperature, 
and surrounding conditions. According to this argument, the simulation of scenario 2 is conducted with fewer 
effects due to the many uncertain inputs related to heat transfer via the building facade. 
 

  
 

 a. b. 
 
Figure 4. (a) hourly solar radiation rate of ASHRAE climate data and on-site outdoor measurement monitoring, 

and (b) temperatures (T) from different sources on March 14th, 2022. 
 
5. CONCLUSIONS 

This contribution provides findings from a case study on the comparative analyses of measurement 
simulation and measurement data of building energy consumption in a daytime-operated building in a hot and 
humid climate (Bangkok, Thailand). Compared to typical and local weather data deployed as simulation inputs, 
the indoor measured data provide a more accurate simulation model with building energy consumption as an 
outcome. Other related factors affecting the simulation results should be observed and studied in the future. 
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Abstract: Prefabricated ultra-high-performance concrete (UHPC) panels have gained more and more attention 
for building facades due to their superiority of aesthetic appeal, strength, customization, sustainability, and ease 
of installation. Despite its many advantages, many barriers exist to using UHPC panels for construction. Most 
noticed is the cost of materials, limited availability, the complexity of fabrication, lack of standards, and limited 
experience in the industry. The key to resolving the difficult situations would be the ability to integrate the 
knowledge regarding the best use of the material, as well as the ways to optimize the fabrication and installation 
of UHPC panels in the design phases. This paper discusses the use of digital technologies to support the 
integrated project delivery process for building facades built with prefabricated UHPC panels. The scope of the 
study covers the communication pattern between the client, the architect and the UHPC experts across the 
schematic design phase, the design development phase, and the construction documentation phase. Parametric 
design tools, performance simulation tools, and a common data environment are used to facilitate 
communication across multiple disciplines so that domain knowledge regarding UHPC can be effectively 
integrated into the design decision process in all design phases. A construction project in which it was decided to 
use metal panels for the façade in the schematic design phase, but in the design development phase the architect 
and the client changed their decisions to use UHPC panels was used as a case study to uncover the difficulties 
for a conventional design communication process to integrate knowledge about new materials and technology. 
Scenarios that show how digital technology may facilitate communication among stakeholders that are not 
familiar with the domain expertise of others are displayed and explained in this paper.  
 
Keywords:  Ultra-High-Performance Concrete, Design Knowledge Integration, Fabrication, Digital 
Technology. 
 
1. INTRODUCTION  

The building façade is a crucial element in building construction, acting as a protective boundary 
between outdoor and indoor spaces and accounting for a substantial proportion of total construction expenses, 
which can reach up to 30% (Montali et al., 2019). To achieve the aims of constructing cost-effective high-
performance buildings, it is necessary to explore innovative solutions that balance aesthetic, functional, and 
economic aspects of building façades. The construction industry is now striving to satisfy the demand for high-
performance buildings at acceptable costs. However, by utilizing advances in building material technology, 
architects and consultants can create designs that are both aesthetically pleasing and function remarkably well. 
To achieve this, careful design and planning from the earliest stages are necessary. On the other hand, 
prefabricated UHPC panels are becoming increasingly popular among architects and engineers as a building 
envelope material due to their exceptional structural performance and capacity to produce distinctive organic 
forms (Amran et al., 2022). However, there are some barriers to implementing the UHPC prefabricated methods 
such as poor design considerations, resistance among architects and engineers to embracing new technology, and 
a lack of knowledge of the possibilities and limits of the materials (Wang et al., 2020). To fully embrace the 
potential of new materials such as UHPC, integration between all project stakeholders is necessary from the 
earliest stage of the project (Chang & Shih, 2018). This requires a robust communication model such as the 
Business Process Model and Notation (BPMN), which can be used to model project workflows and processes, 
enabling effective communication and collaboration among the customer, architect, and consultant at every stage 
of the project. 

The challenges of incorporating information about new materials and technology into practical design 
communication procedures are highlighted in this paper through a case study method. In this study, 
communication patterns between consultants and architects are examined, along with the use of performance and 
structural analysis as design tools. The research also explores the role that digital technologies may play in 
effective project delivery, both throughout the design and manufacturing phases. The primary objective of this 
research is to provide a novel approach for developing UHPC façade panels that takes structural and efficiency 
assessments into account from the very beginning of the construction project. In-depth discussion of how digital 
technologies were used to enhance communication and incorporate UHPC expertise from other disciplines 
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Figure 1. Research Method 

 
Figure 1 illustrates the research method, which is divided into two main sections. The first section 

outlines the proposed method of communication between stakeholders and introduces the design tools that can 
help the architect integrate the process of design and performance analysis. The second section focuses on the 
use of digital tools in façade design during the early stages of a case study in Taiwan. The case study is described 
to illustrate the importance of improved communication between architects and consultants during the early 
stages of a project. This allows architects to create effective designs without needing to rely on direct contact 
with consultants during the early phase of the project. 

 
2. ENHANCING PROJECT DELIVERY THROUGH DIGITAL TOOLS 
2.1 Communication and Delivery in Project  

To ensure the successful delivery of a project, effective communication between stakeholders is 
essential. Additionally, it is also crucial to integrate information at an early stage. This can help minimize 
conflicts and avoid unnecessary waste. Unfortunately, the industry has not yet found a practical and effective 
solution for this issue (Yin et al., 2008). Digital technologies have the potential to make communication between 
architects and consultants more efficient and cost-effective. Common delivery methods such as Design-Bid-
Build, Design-Build, or Construction Manager at Risk have drawbacks, including frequent disputes and claims. 
To overcome these challenges, integration between stakeholders is required, and Integrated Project Delivery 
(IPD) was proposed. To ensure smooth IPD, the involvement of digital tools technology and a culture of open 
information sharing is necessary. Digital tools technologies offer essential capabilities, including multi-
disciplinary performance analysis and modeling, which help to achieve integrated and efficient project delivery 
(Ma et al., 2018). 

 

 
Figure 2. BPMN between stakeholders in facade construction. 

 
The study utilizes the Bizagi modeler software to generate a BPMN model. The purpose of this model is 

to visualize the communication flow between stakeholders involved in the project. The proposed BPMN model 
used in this study is based on previous research that emphasizes the collaborative process throughout all project 
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phases within stakeholders. BPMN is a workflow-based notation which has two sets of elements. BPMN 
elements can be divided into two types, namely node and edge. The nodes represent the event, activities, and 
processes in the project workflow. The edge represents the connection between the nodes (Houhou et al., 2022). 
The proposed BPMN model in this study is based on previous research (Ma et al., 2018) that emphasizes the 
collaborative process throughout all project phases within stakeholders, which iterates the "design - 
evaluation/compare - modify" process. The BPMN model's progress in the integrated project delivery is 
illustrated in Figure 2. 

 

 
Figure 3. Left: Conventional (Left) and Shifted Paradigm (Right) of communication between stakeholders. 

 
This study proposes an integration between architects and consultants in the early stages of the design 

process to improve project delivery efficiency and effectiveness, as shown in Figure 3. Conventionally, 
communication between architects and consultants relies heavily on iterated interactions between them. The 
architect creates models intensively and sends drawings to the consultant, who then analyzes the building based 
on the drawings and provides a report for the architect to finalize for the client. However, if there are any 
changes to the design, the process must be repeated from the beginning, resulting in increased time and money 
spent on communication between the architect and the consultant. 

In contrast, early communication between architects and consultants can result in better use of the 
selected materials and more effective design, taking into consideration the performance and fabrication of 
selected materials from the beginning. As seen in Figure 3 (right), by integrating the knowledge of the materials 
from the beginning and making use of the right tools, architects can generate numerous design alternatives with 
performance analysis automatically. By using digital technologies to communicate, the flow of communication 
will change from being intensely communicative between architect and consultant during the entire process to 
being less intense. Direct communication between the architect and the consultants is required only in the early 
stage of the project, where they discuss the design concept, and the consultant provides the architect with design 
guidelines, based on the selected material. The remaining communication process is carried out through software 
that can model and analyze automatically. Performance analysis is considered throughout the initial design 
process that is provided to clients as a result of the knowledge integration between the consultant and architect in 
the early stages of the project. The consultant provides the analytical parameter during the initial stakeholder 
meeting before the design process begins. However, the expected outcome of the conceptual design stage is 
more likely to be very simplified massing. During this phase, contractors may have less involvement, since the 
output is only representing the basic shape of the façade panels. After the design is approved, the project moves 
from conceptual design to schematic design, marked by approval from the client. At this point, the consultant 
can begin further analysis.  

This approach can significantly reduce revision time, resulting in a more streamlined design process that 
meets all desired criteria. Moreover, this method emphasizes the importance of considering material waste, 
structure performance, and aesthetic value in the early stages of the project. This ensures satisfactory outcomes 
and better use of UHPC as a building envelope material, given its mechanical properties and structural behaviors. 
In addition, by using this method architects may create the design while also performing the analysis, allowing 
for rapid adjustments and reducing overall design mistakes. As a result, using digital technologies to facilitate 
communication between the consultant and architects has the potential to greatly improve the efficacy and 
efficiency of the design process. 
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process that is provided to clients as a result of the knowledge integration between the consultant and architect in 
the early stages of the project. The consultant provides the analytical parameter during the initial stakeholder 
meeting before the design process begins. However, the expected outcome of the conceptual design stage is 
more likely to be very simplified massing. During this phase, contractors may have less involvement, since the 
output is only representing the basic shape of the façade panels. After the design is approved, the project moves 
from conceptual design to schematic design, marked by approval from the client. At this point, the consultant 
can begin further analysis.  

This approach can significantly reduce revision time, resulting in a more streamlined design process that 
meets all desired criteria. Moreover, this method emphasizes the importance of considering material waste, 
structure performance, and aesthetic value in the early stages of the project. This ensures satisfactory outcomes 
and better use of UHPC as a building envelope material, given its mechanical properties and structural behaviors. 
In addition, by using this method architects may create the design while also performing the analysis, allowing 
for rapid adjustments and reducing overall design mistakes. As a result, using digital technologies to facilitate 
communication between the consultant and architects has the potential to greatly improve the efficacy and 
efficiency of the design process. 

2.2 Mechanical Properties of Ultra-High-Performance Concrete 
First created in France in the 1990s, Reactive Powder Concrete (RPC) or Ultra-High-Performance 

Concrete (UHPC) is a kind of cementitious material. The extraordinary mechanical qualities of this special 
concrete, such as its great flowability, early and ultimate strengths, and outstanding durability, are very well 
known. The high durability of UHPC is attributed to significant reduction in the number and size of the pores 
within the material (Abbas et al., 2016). The Federal Highway Administration (FHWA) describes UHPC as a 
form of concrete that includes considerable amounts of internal fiber reinforcement, granular components with 
an optimum gradation, and a water-to-cement ratio of less than 0.25. Apart from its discontinuous pore structure, 
UHPC provides an extensive list of additional desired qualities that make it an outstanding material for a variety 
of building applications. High compressive strength, which is normally up to 250 MPa, is one of its most 
noticeable characteristics. Its strength enables the construction of structures that are lighter and thinner, hence 
minimizing a building's overall weight and carbon footprint. UHPC is perfect for usage in tough settings or 
regions with heavy traffic since it is also incredibly strong and resistant to weathering, abrasion, and impact 
(Akhnoukh & Buckhalter, 2021). In this study, the UHPC parameter was sourced from the consultant of the 
project. Table 1 provides an overview of the mechanical properties of UHPC used in this research, which will be 
used to examine the effectiveness of UHPC facade panels in building design. 

 
Table 1. UHPC Mechanical Properties.  

Parameter Value 
Young Modulus 40000 MPa 
Poisson Ratio 0.20 

Density 24000 Kg.m-3 
Compressive Strength 130 MPa 

 
3. FACADE TECTONIC AND INTEGRATION OF DIGITAL TOOLS 

The use of novel materials like UHPC in the construction of façade systems presents a significant 
challenge to both façade fabricators and architects, emphasizing the significance of façade tectonics. 
Prefabricated UHPC panels provide a solution to the fabrication issue in UHPC facade construction. The 
common practice for the facade construction process includes manufacturing in a factory and transporting the 
panels to the construction site for assembly based on the design drawing. This prefabrication process can speed 
up the construction process, improve the quality of the building, and reduce the waste of resources, as stated by 
Wang et al. However, despite the numerous advantages of prefabricated building technology, its full potential is 
still not being exploited in many projects. Therefore, the development of integrated digital tools for building 
façade design is necessary to optimize the use of UHPC material in façades. 

To achieve this optimization, integrated digital tools should be designed to facilitate the design and 
analysis of building facades, especially in the early stages of the project. The digital tools can help the architect 
as well as the consultant and fabricator to achieve an optimized panel design that is not only aesthetically 
pleasing but also has good performance. By integrating UHPC material properties and the required structural 
design parameters, the digital tools can optimize the panel's design while ensuring that the construction and 
production costs are reasonable. The result is a façade system that maximizes the potential of UHPC material, 
improves building quality, and reduces resource waste. This study proposes a comprehensive set of tools for 
designing building facades that include modeling tools, performance evaluation, and structural analysis during 
the initial stages of the design process. Figure 4 illustrates the proposed program workflow. 
 

 
Figure 4. Generative tools flowchart. 
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This research proposes the utilization of digital tools for the creation of building facades that integrate 
modeling tools and structural analysis at the initial phase of the design process. Rhinoceros and Grasshopper 
plugins are utilized for this purpose. The software's workflow begins with inputting the building facade mass, 
which is then divided by the program. The user can also input the grid for the facade dissection, which can be 
determined by the material or transportation module. For the subsequent step, the software generates the panel 
design based on predetermined parameters. The next step involves calculating the weight and volume of each 
panel type so that the contractor can estimate the cost at the project's earliest stage. At these stages, the model 
already includes material information. The output from this phase will contain early information regarding the 
material. The model will be automatically analyzed using performance assessment software, Kiwi3d, which can 
generate finite element analysis model with simple structural performance analysis. This approach allows 
architects to design an efficient and cost-effective facade while integrating knowledge at the project's early stage. 
This integration reduces communication costs between architects and consultants and minimizes the time wasted 
on revisions between the two parties. By utilizing these digital tools, architects can simplify the design process 
and create high-quality and cost-efficient building facades. 

  
4. CASE STUDY 

The study presented in this paper examines a specific construction site in Taiwan of the building façade 
as a case study. Initially, the building was designed with a secondary skin material made of metal. However, 
during the design phase of the project, a significant design change occurred. The architect and client decided to 
switch to a different material, which is UHPC, due to the humid weather conditions at the site. This decision 
might have a significant impact on the overall design of the building, as well as its construction cost. The switch 
to UHPC material posed new challenges and opportunities for the project team. On one hand, the material's 
unique properties allow for more creative and innovative design solutions. On the other hand, the new material 
required the project team to adjust their approach and consider new factors, such as the material's structural 
integrity and fabrication feasibility. This change had a significant impact on the overall design and construction 
cost of the building, necessitating effective cost and time management. To address this issue, digital tools were 
utilized to redesign the façade panel using UHPC material.  

The first step of designing the UHPC panel façade is to import the model into the rhinoceros’s software 
and assign the surface to the grasshopper plug-in cluster. To determine the façade panel type and dimension the 
surface is input together with the façade grid. Figure 5 (left) shows the dissection of the surface, resulting in 
simple façade panel dissections. Accurate knowledge of the kind and quantity of materials that are needed is 
crucial since the manufacturing phase of a building project may be difficult and expensive. During this stage, the 
software assesses the type and quantity of each panel, which is crucial information for the fabrication phase of 
the project.  

 
Figure 5. Left: Surface dissection based on façade grid. Right: Façade panel type. 

 
As depicted in the right panel of Figure 5, despite the absence of essential details in this early façade 

model, the software's output can automatically determine the type and quantity of the façade. This helps the 
contractor in providing a rough estimate of the construction cost. Figure 6 displays the output of the dissection, 
which comprises the approximate dimensions and quantities of each panel. The dissection of the façade into 
uncomplicated UHPC panels can facilitate the optimization of the fabrication process, leading to greater 
efficiency and cost-effectiveness in subsequent stages.  
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Figure 6. Panel Type Schedule. 

 
Once the dissection has been approved by both the architect and the client, the progress continues to 

produce more detailed façade panel where the designs are generated automatically based on parameters 
determined by the architect. The weaving pattern design is a prominent feature of the panels, and the architect 
provides inputs such as the degree of the weaving pattern, as well as the top and bottom thickness of the panel. 
The software then automatically generates the design using these parameters. Parameter including the number of 
rows, panel thickness, strand interlacing, also strand thickness. Figure 7 provides an example of the panel design 
that is generated by the software. The weaving pattern design is clearly visible, and the pattern dimension of the 
panel is adjusted to suit the design decision of the architect. The ability to generate multiple designs rapidly and 
accurately not only saves time but also provides the architect with the flexibility to fine-tune the design until they 
are satisfied with the final product.  

 

 
Figure 7. Generative panel design. 

 
During the generative design process, the software simultaneously performs a structural analysis to 

evaluate the strength of the panel against wind pressure using Kiwi3D. This analysis is configured to help the 
architect obtain an optimal design in a relatively short time. The structural analysis is carried out to assess the 
panel strength toward the wind force. Hence, the load is given to the surface of the panel, with the support point 
given to the position of the installation. The output of the structural analysis is a graphical representation of shear 
forces, which can be used by a structural engineer to further examine the model. In this stage, the mechanical 
properties of the UHPC are used as the basis for the finite element analysis. As seen in Figure 8, the software 
generates a mathematical model that is used for structural analysis. The initial analysis results are presented in 
Figure 8 (left), which provides important information for the architect to make necessary design adjustments. 
The red and green area that is shown in the figure interprets the shear force on the panel. The structural analysis 
helps ensure that the design meets the necessary strength and safety requirements while minimizing material 
usage and optimizing efficiency. 
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Figure 8. Right: Architectural Model; Left: Structure model. 

 
As this paper is written, the project is undergoing the construction phase. Some of the construction 

images are shown in Figure 9, which highlight how well the design and construction processes were carried out. 
Early knowledge integration together with digital technologies has produced a project that exceeds customer 
expectations as well as industry benchmarks.  
 

 
Figure 9. Construction Process. 

 
5. DISCUSSION    

The integration of design and fabrication has become increasingly important in the construction industry, 
especially with the rise of prefabrication and the use of advanced materials such as UHPC. By aligning material 
knowledge and digital technology, it is possible to streamline project delivery and achieve significant cost 
efficiencies. This paper highlights the potential benefits of early communication and integration of material 
knowledge and digital technology to achieve cost efficiency and streamlined project delivery. To achieve this, a 
new paradigm of communication needs to be proposed. The traditional method of modeling and analysis can be 
slow and cumbersome, requiring intensive communication between the architect and consultant throughout the 
entire process. However, with the integration of material knowledge and digital technology, direct 
communication is only necessary in the early stages of the project. The remaining communication is carried out 
through software, reducing the need for repetitive communication and improving the design process's efficiency. 
The study also introduces a set of digital tools that are designed to make the process of design and production 
more seamless by integrating the knowledge of the material in the early stage of the design process. These tools 
include automated panel dissection, generative panel design, and performance analysis. With the use of these 
technologies, architects can create complex panels more efficiently while automatically generating the 
performance analysis simultaneously. Additionally, the performance analysis results in this set of tools can also 
serve as a basis for the engineer to further analyze the panel. To demonstrate the effectiveness of these tools, a 
case study is chosen as an example of a successful attempt to integrate design and fabrication in ongoing projects. 
This research is a pilot study that focuses on the integration of design and fabrication of prefabricated UHPC 
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The integration of design and fabrication has become increasingly important in the construction industry, 
especially with the rise of prefabrication and the use of advanced materials such as UHPC. By aligning material 
knowledge and digital technology, it is possible to streamline project delivery and achieve significant cost 
efficiencies. This paper highlights the potential benefits of early communication and integration of material 
knowledge and digital technology to achieve cost efficiency and streamlined project delivery. To achieve this, a 
new paradigm of communication needs to be proposed. The traditional method of modeling and analysis can be 
slow and cumbersome, requiring intensive communication between the architect and consultant throughout the 
entire process. However, with the integration of material knowledge and digital technology, direct 
communication is only necessary in the early stages of the project. The remaining communication is carried out 
through software, reducing the need for repetitive communication and improving the design process's efficiency. 
The study also introduces a set of digital tools that are designed to make the process of design and production 
more seamless by integrating the knowledge of the material in the early stage of the design process. These tools 
include automated panel dissection, generative panel design, and performance analysis. With the use of these 
technologies, architects can create complex panels more efficiently while automatically generating the 
performance analysis simultaneously. Additionally, the performance analysis results in this set of tools can also 
serve as a basis for the engineer to further analyze the panel. To demonstrate the effectiveness of these tools, a 
case study is chosen as an example of a successful attempt to integrate design and fabrication in ongoing projects. 
This research is a pilot study that focuses on the integration of design and fabrication of prefabricated UHPC 

façade panels. However, the study has some limitations, such as performance analysis only based on wind 
pressure and the tools limited to façade panel design. These limitations provide opportunities for future research, 
such as incorporating more sophisticated technology like robots and 3D printers, improving the precision of 
analysis, and including additional performance evaluations such as life cycle, thermal transmittance, and lighting. 
 
6. CONCLUSION   

This paper focuses on using UHPC panels as a building envelope material for their exceptional 
structural performance and ability to create unique organic forms. It proposes a new method for designing UHPC 
façade panels by integrating knowledge from stakeholders early in the project and utilizing digital tools for 
multidisciplinary performance analysis and modeling. The study emphasizes collaborative processes throughout 
all project phases using the BPMN model, which iterates the "design - evaluation/compare - modify" process. 
Early collaboration between architects and consultants can improve project delivery, efficiency, and 
effectiveness, leading to better material utilization and performance. The case study emphasizes the value of 
digital technologies in redesigning the UHPC façade panel, resulting in cost and time savings while ensuring 
safety criteria are met. The knowledge integration and utilization of digital tools have played a crucial role in 
streamlining the project. In conclusion, this study highlights the importance of early-stage collaboration between 
stakeholders, and the value of digital technologies in improving project delivery, efficiency, and effectiveness. 
The proposed method for designing UHPC façade panels shows promise in achieving optimal designs that meet 
client needs while utilizing materials efficiently. 
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Abstract: BIM in the design and construction industry consists of graphical and non-graphical data, from the scale 
at the production level of parts and assembly to the scale at the design and construction level of elements and 
buildings to the scale at city levels of buildings and infrastructure, is big data for use in city management. However, 
when the data becomes larger, it causes problems in the efficiency of data management and processing. Case 
studies from digital twin experiment and BIM modeling procedure in Chulalongkorn university based on 
consideration of BIM data scale interfaces by organizing of a graphical data transformation to a non-graphical data 
from the scale at the production level of parts and assembly to the scale at the design and construction level of 
elements and buildings to the scale at city levels of buildings and infrastructure clarified significant procedures of 
data management efficiency. 
 
Keywords: BIM data, Management, Processing, Scale interface 
 
1. INTRODUCTION  

Building Information Modeling (BIM) in the design and construction industry consists of graphical and 
non-graphical data (Aish, 1986), from the scale at the production level of parts (Autodesk, 2023) and assembly to 
the scale at the design and construction level of elements and buildings (Autodesk, 2018) to the scale at city levels 
of buildings and infrastructure, is big data for use in city management (Lu et al.,2020). Chulalongkorn university 
transformed 2D drafting of all existing campus buildings into BIM and requires BIM for the newly constructed 
building, to be utilized in smart city development in campus site, shown in Figure 1. According to BIM guideline 
in Thailand, BIM can be classified by the building element e.g., floor, wall, door, with the different Level of 
Development (LoD) for each process of construction, consist of Conceptual, Design development, Construction 
document, Shop drawing, and As built drawing (ASA, 2015), which is the precise building information for 
delivering to building owner when the construction is complete. (ISO, 2020) 

However, the delivered BIM with large amount of data, has caused problems in the efficiency of data 
management and processing of BIM utilization in Operation and Maintenance (O&M) phase of the building. This 
study is a case studies from digital twin experiment in Chulalongkorn university with clarification of BIM 
utilization in term of background of the project in section 2.1, BIM processing in section 2.2, BIM application in 
section 2.3, based on consideration of BIM data scale interfaces by organizing of a graphical data transformation 
to a non-graphical data from the scale at the production level of parts and assembly, to the scale at the design and 
construction level of elements and buildings to the scale at city levels of buildings and infrastructure clarified 
significant procedures of data management efficiency. 
 

 
 

Figure 1. BIM of campus building in Chulalongkorn university 



453

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

2. CASE STUDIES 
2.1 Background of the Project 

Smart patrol project is a digital twin experimental project in 2022, in the experimental area of 800 sq.m., 
in 12th floor of Chulapat 14 building, to create a real time spatial application for Indoor Air Quality (IAQ) data 
visualization from IAQ patrol, multi-sensing IAQ moveable gear, with a built in network device and rechargeable 
battery, and Ultra-wideband (UWB) tag to connect with 40 UWB anchors in the experimental area to detect the 
location of the patrol as shown in Figure 2. 

The measurement data is real time IoT data consisting of IAQ data e.g., Temperature, Humidity, CO, CO2, 
etc., and Indoor Positioning System (IPS) data in term of cartesian coordinate system, consists of X-coordinate 
and Y-coordinate. 
 

 
 

Figure 2. Development framework of Smart patrol project 
 
2.2 BIM Processing 

According to the number of measurement data types, non-graphical data of each subdivision of space in 
As built drawing BIM of Chulapat14, in term of Rooms (Autodesk, 2020), has been used to generate Smart cube 
model, an additional BIM for IoT data management by classifying IAQ data with its location with IPS data, and 
IoT data visualization thru Viewer API in Autodesk web service (Autodesk, 2022). The model is a geometry model, 
representation of 1 m3 of the experimental area with parameter in BIM software specified in Table 1. 
 

Table 1. Parameter and description of Smart cube model in BIM software 

 
In addition, Using of As built drawing BIM of Chulapat 14 graphical data as a spatial 3D Graphical User 

Interface (GUI) in Smart patrol application, the excessive detail has to be organized in BIM software specified in 
Table 2, for the clear and effective communication as shown in Figure 3. 

Parameter Value Description 

Element id 1154480 string data, to identify the model in BIM software and called from BIM 
server for data visualization 

Associated floor 12 string data, to identify location of the model in term of floor name in 
Chulapat 14 building 

Associated room 1209 
Room S1 

string data, to identify location of the model in term of room name in 
Chulapat 14 building 

X-coordinate 8.17 numeric data of x value of the model in project coordinate system in BIM 
software 

Y-coordinate 4.76 numeric data of y value of the model in project coordinate system in BIM 
software 
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Figure 3. BIM Graphical data transformation in Smart patrol project 
 

Table 2. BIM utilization in Smart patrol project 
 LoD of Existing 

BIM 
Usage of BIM in application 

LoD Purpose 
Electrical As Built Drawing Not use - 
Mechanical As Built Drawing Not use - 
Plumbing As Built Drawing Not use - 
Structure As Built Drawing Not use - 
Architecture    
  - Wall As Built Drawing Design Development 3D GUI 
  - Curtain Wall As Built Drawing Construction Document 3D GUI 
  - Floor As Built Drawing Design Development 3D GUI 
  - Column As Built Drawing Construction Document 3D GUI 
  - Ceiling As Built Drawing Design Development 3D GUI 
  - Door As Built Drawing Construction Document 3D GUI 
  - Window As Built Drawing Construction Document 3D GUI 
  - Roof As Built Drawing Construction Document 3D GUI 
  - Stair As Built Drawing Design Development 3D GUI 
  - Railing As Built Drawing Construction Document 3D GUI 
  - Furniture As Built Drawing Construction Document 3D GUI 
  - Room As Built Drawing As Built Drawing Generate Smart cube model 
Additional Model    
- Smart cube model  Design Development 2D and 3D GUI 

 
2.3 BIM Application 

Smart patrol application is a real time IAQ data visualization on BIM and IoT integration platform with 
3D GUI from graphical data of building model and Smart cube model, and 2D GUI to display 10 types of IAQ 
data included Temperature, Humidity, Wind speed, CO, CO2, PM 2.5, NO2, CH2O, VOCs, Air pressure, and IPS 
data in term of room name.  

 IAQ Monitoring, real time data visualization from showing Smart cube model via element id (Kunkel, 
2018), with the matching of X-coordinate and Y-coordinate parameter with IPS data to show the 
location of IAQ data. 2D GUI shows the details of IAQ data and room name, which is the associated 
room parameter of the shown model.  

 IAQ Mapping, cumulative IAQ data heat map with all Smart cube models in different color according 
to the latest IAQ data in each type, with 2D GUI for the data description. 

 
3. CONCLUSION 
3.1 BIM Utilization in Smart Patrol Project 

Although the case study of digital twin experimental project in Chulalongkorn university is the proof that 
BIM utilization is not deploying the full details of BIM but depends on the development goal, the case study has 
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revealed that BIM data scale might be classified in term of spatial development scale from single coordinate point 
to subdivision of space in room level and floor level, and magnify to the building and city level as shown in Figure 
4. 
 
3.2 BIM Utilization Project Standard 

According to the challenge of the various project development goals classification in BIM utilization 
project, a proper standard for BIM utilization is needed, with pragmatic tools e.g., template, procedure, guideline. 
 
3.3 Future Development Plan 

To invent the comprehensive BIM utilization project standard, prototype of the project should be 
embraced in terms of spatial development scale and development goal for comparative analysis as shown in Figure 
5. Chulalongkorn university has a plan to develop BIM utilization project in the whole building scale and city 
infrastructure in campus site by the cooperation between faculty of architecture and faculty of engineering.
  

 
 

Figure 4. BIM data scale interfaces from coordinate point to the city  
 

 
 

Figure 5. The Current research and future plan for BIM data scale interfaces 
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thought process. Moreover, a method for analyzing the fluctuation in roadway distance was proposed. A distance-
conversion table for each measurement that lengthens the roadway can be linked to the dispositional information. 
Using this method, we can start compiling knowledge from the beginning about changes in distance and will be 
able to reproduce the route-selection process in a system.  
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1. INTRODUCTION 

Building information modeling (BIM) is a technique continuously gaining popularity in the construction 
sector, and is increasingly being applied to public infrastructure. For example, U.S. CAD vendors in particular, are 
developing "BIM for Infrastructure" systems and working on their application in construction projects. Also, 
building SMART, the BIM standards body, has established an infrastructure sub-committee, and is exploring 
applications of industry foundation classes (IFCs), which are the standards in building construction for railways 
and roadways. Mean-while, Japan is also following this trend: in 2012, a construction information modeling 
(BIM/CIM) concept was promoted by the Ministry of Land, Infrastructure, Transport and Tourism (MLIT), while 
construction-production systems using 3D models and ICT were developing fast. The BIM/CIM concept has also 
expanded into management and can be expected to extend into information management that covers the 
construction lifecycle, including the maintenance management and handover to the next cycle. Till date, for BIMs 
in the construction sector, work has been done on knowledge-based BIM systems during project management 
(Motawa and Almarshad, 2013).  

Knowledge management (KM) was based on keyword searches in the early stages, but later ontologies 
were used in KM systems (Anumba et al., 2008). Regarding KM in design, after the concept of BIM for KM was 
proposed by Lee et al. (2006), the importance of it KM for BIM was pointed out in existing studies (e.g., Fruchter 
et al., 2009). However KM for BIM is still in the emerging stage as Wang and Meng (2021) pointed out, and there 
are few studies on KM related to roadway geometric design. 

By contrast, we proposed a conceptual model as a foundation for information management in the previous 
studies (Makanae, 2016, 2017, 2022). This paper summarizes the pyramid information model as a foundation for 
information management and the connector model for information, which can include knowledge and wisdom. 
Moreover, this paper shows a design process model for KM in roadway geometric design. 
 
2. MODELING INFRASTRUCTURE INFORMATION STRUCTURE 

Compared to other industries, public infrastructure is distinct, such that its work products are larger, and 
the lifecycles are longer, including production processes. These processes progress through stages of conceptual 
planning, detailed planning, surveying, designing, and fabrication. Among them, the design information is driven 
towards finer granularity and higher precision, ultimately forming the actual production on site. The authors 
demonstrated that information structures in production processes followed a "pyramid" model moving from 
abstract to specific and an information-structure model along the time axis throughout the lifecycle (Makanae, 
2010, 2012). The pyramid-scheme design information structure used in the previous studies is shown in Figure 1 
(a). 

Information is produced by obtaining various types of external information, including actual space 
information, and abstract information is related to concrete information in the pyramid scheme, which expands 
downward from the top regardless of the shape of its base. 

The relationship between the pyramid scheme and time is considered here. Figure 1 (b) shows the 
relationship between the pyramid scheme and time by reproducing Figure 1 (a) as seen from the side. Pieces of 
information are related to each other in the design and construction phases. In these processes, information is 
produced, while information in the actual space is being obtained. The time efficiency of the construction process 
is represented by the slope of the entire pyramid. 
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Abstract information becomes concrete over a period that can span a few years or decades, although this 
period varies according to the type and scale of the infrastructure. The natural and social environments around the 

scheme vary during the period, and the information varies accordingly. Information variations may cause the 
information pyramid scheme to collapse. Continuity from the abstract to concrete information should be ensured 
in the construction process of the scheme. 
 
3. AN INFORMATION-CONNECTOR MODEL FOR COMPILING KNOWLEDGE AND WISDOM 

In the pyramid model shown in Figure 1, all generated information is connected to the thing itself in real 
space via links. However, when viewing a production process at the micro-scale, there also exists discarded 
information without any linkage to the thing itself. Taking a roadway-design project as an example, when selecting 
an alignment, there are multiple possible routes connecting the starting and endpoints, each of whose draft designs 
will be produced. Each candidate route is evaluated for its pros and cons according to numerous factors, followed 
by a decision-making, with only the selected candidate proceeding to the execution stage. 

Although the course of this decision-making process will be documented in reports, it will not leave behind 
an information structure. However, such a process uses all the knowledge and wisdom of the people involved, and 
the basis for the decision (why a certain route was selected) may remain useful over the course of multiple 
lifecycles. The field of KM uses a "data-information-knowledge-wisdom" (DIKW) pyramid (Rowley, 2007), but 
when applied to infrastructure information management, there still exists a need for a way to collect and create 
knowledge and wisdom, not just data and information—the upper layers of DIKW. 

A conceptual diagram of information connectors, including decision-making, is shown in Figure 2. The 
individual connectors can be expressed as a "swelling of knowledge" when there are multiple options. Those bulges 
contain the decision-making process for one of the options. Compiling these decision-making processes leads to 
developing the rules of thumb, which can be used as a way of creating wisdom. 

 

 
 
 
 
 

Figure 2. The connector model of information, including knowledge and wisdom 
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4. A METHOD OF COMPILING INFORMATION FOR CONTINUITY OF KNOWLEDGE 
4.1 Development of Design Process Model for Roadway Geometric Design 

In order to develop a knowledge structure model required for roadway geometric design, we analyzed an 
actual roadway design process and flow analysis from the viewpoint of information distribution. The roadway 
design process used as a reference is a large-scale mountain roadway reconstruction project in Japan (Gassan 
highway, 30.9 km long, 5 tunnels, 36 bridges, completed in 1981, Figure 3). 

 

 
 

Figure 3. Roadway reconstruction planning of Gassan roadway (MLIT, Japan) 
 
The road construction process was elucidated by analyzing the road construction record issued by the 

construction office of MLIT. Terms related to the design were extracted as design information. To build the schema 
for knowledge management, Wnag and Meng (2019) proposed a framework based on UML diagrams. In this study, 
the relationships among the extracted information were represented on a mind-map diagram to show the chain 
relationship of the data because a mind-map diagram makes it easy to show hierarchical relationships. 

Figure 4 shows a part of the results of the analysis. The historical records included the reconstruction and 
the previous generation of roadway in the 19th century. 
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Figure 4. Construction process analysis using mind-map diagram 
 

Although the geometric design at that time was paper-based and did not involve digital information, the 
flow analysis was conducted considering the application of BIM. The resulting design process schema is shown in 
Figure 5. The design process is classified into four stages: Conceptual Design, Outline Design, Basic Design, and 
Recursive Design. Each stage encompasses the function f of human intellectual activity. 

In the Conceptual Design stage, the basic information for roadway route design (origin, destination, and 
waypoints) and the level of service of the roadway are determined based on the design standard. Function f1 outputs 
the origin, destination, and waypoints that should be set to realize the concept and the level of service of the 
roadway to be built, based on a statistical analysis of regional and traffic conditions and geographical information. 

The Outline Design stage defines the actual roadway locations and the information underlying the cross-
section configuration. The function f2A defines the outline road alignment based on the terrain model, and the 
function f2C defines the cross-section configuration based on the level of service. 
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The Basic Design is the process of defining the basic geometry of the roadway using function f3 based on 

more detailed terrain, geological, and environmental information. As in the previous process, the specific shape is 
defined by parameters. In most cases, the site for the roadway is determined at this stage, and the land acquisition 
proceeds sequentially. 

In the Recursive Refinement stage , sectioning is performed on the established roadway alignment based 
on differences in structure type, and design is performed for each individual structure. The geometry is constructed 
using parameters according to the structural type, such as earthwork for function f4E, bridge for f4B, tunnel for 
f4T,. 

As described above, the roadway design process can be viewed as a function of the designer's thought 
process. Therefore, design object Obj can be shown as Eq (1) . 

 
Obj = fn (terrain, geology/environment, parameters (design conditions))   (1) 

 
The knowledge information modeling process is the definition of these functions. We plan to define these 

functions for the knowledge information model. 
 

4.2 A Method of Compiling Information for Knowledge Continuity 
When selecting a roadway route, natural conditions such as topography, soil quality, climate, flora and 

fauna, and scenery, as well as societal conditions, such as the locations of existing roadways, land use, schools and 
other facilities, will act as control points, while the goal is to lay out an optimized roadway that satisfies these 
various conditions or minimizes their impact. In order to compile design dispositions (know-how) at the route 
design stage, connecting the map information consisting of curves that show the centerlines of roadways is the 
main challenge. The geometric structure of a roadway is defined as a single dimension representing the linear 
distance of the roadway centerline. Similarly, distance is the central piece of information for specifying the position. 
Hence, connecting dispositional information and distance becomes desirable. However, at the route-selection stage, 
the centerline has yet to be decided to obtain the central piece of information, the distance. 

An example of the route design process is shown in Figure 6. Once the starting and end points have been 
set, the roadway could be defined as a single straight line, but in reality, it may need to be a curve due to topographic 
and other constraints, thus, lengthening the roadway compared to a straight line. Also, as shown in the example, if 
the roadway involves tunnels or bridges, it may actually be shorter than following the topographic contours. In this 
study, as a method for analyzing the fluctuation in roadway distance, we prepared a distance-conversion table for 
each measurement that has the effect of lengthening the roadway and proposed that this can be linked to 
dispositional information. Using this method, we can start compiling knowledge from the beginning about changes 
in distance and will be able to reproduce the route design process in a system. In the future, a system that 
implements this method, as well as its continuous testing, will become necessary. 
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Figure 5. Design process model in roadway geometric design  
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Figure 6. Information-compilation process in route design (disposition)  
 
5. CONCLUSIONS 

In this paper, we presented a design process model required for roadway route design and studied how to 
compile information, including knowledge and wisdom. The road reconstruction process was elucidated by 
analyzing the road construction records using a mind-map diagram to show the chain relationship of the 
information. In this schema, the design process is classified into four stages: Conceptual Design, Outline Design, 
Basic Design, and Recursive Design, and it shows that the roadway design process can be viewed as a function of 
the designer's thought process. Moreover, a method for analyzing the fluctuation in roadway distance was proposed. 

In the future, continuous work is necessary to build a system for compiling the design dispositions based 
on our proposed method. As the process analysis was performed in a mountainous area in this study, there are few 
stakeholders related to the targeted project. However, the highway construction process is more complex in urban 
areas with various stakeholders. We should continue the analysis for more complex conditions to reveal highway 
design mechanisms. 

Also, more experiments and analyses of knowledge acquisition need to be done. Along with clarifying the 
knowledge-acquisition process, research needs to be carried out on ways to create knowledge and wisdom from 
the information compiled based on the expertise formed in this manner.  
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Abstract: In recent years, 3D scanning technology using a terrestrial laser scanner (TLS) has become widespread 
and is used in a wide range of fields such as plants, civil engineering, and architecture. The point clouds acquired 
by scanning are used for measurement, creating drawings, and 3D model generation and recognition. The reflected 
ceiling plan (RCP) is one of the 2D drawings of facilities that represents ceiling equipment such as lighting, fire 
alarm, inspection hole, and so on, and is often created for existing facilities for renovations, inspections, and safety 
standard checks. For large-scale facilities, the creation of RCPs becomes a labor-intensive and quite time-
consuming process. This paper presents a method of footprint detection of ceiling equipment for supporting the 
creation of RCPs using laser scanning technology. The proposed method detects circle and square shape footprints 
of the equipment from TLS point clouds of the facility, and by labeling the equipment information, RCP can be 
created. In the experiment for two datasets, the performance of the method is evaluated, and footprints of about 
90% are detected.  
 
Keywords:  Laser scanning, Point cloud, Ceiling equipment, Object detection, Reflected ceiling plan. 
 
1. INTRODUCTION 

The reflected ceiling plan (RCP) as shown in Figure 1 is one of the 2D drawings of facilities that represents 
ceiling equipment such as lighting, fire alarm, access door, sprinkler, speaker, and so on, and is often created for 
existing facilities for renovations, inspection, and safety standard checks. For large-scale facilities, the creation of 
RCPs becomes a labor-intensive and quite time-consuming process. The technology for efficiently recognizing 
the equipment and its positions on the ceiling is required for solving the problems.  

 

 
 

Figure 1. An example of the reflected ceiling plan 
 
Automatic recognition of scenes from 3D scan data is an important research topic and many algorithms, 

theories, and methods have been developed in relation to this. 3D scan data has the 3D coordinates, and the result 
of the recognition includes the object’s position and orientation. Therefore, it is suitable for generating 2D 
drawings and 3D models of existing environments and scenes. This research aims to develop a system for efficient 
RCP creation using point clouds of facilities acquired by terrestrial laser scanners. This paper proposes a method 
to detect the footprint of ceiling equipment. The footprint is a boundary shape of the ceiling equipment on the 
ceiling, as shown in Figure 2(a). The shape of the footprint of almost all ceiling equipment is classified into square 
or circle as shown in Figure 2(b). If it is possible to detect the footprints accurately, a label of the equipment can 
be assigned to each footprint, and efficient RCP creation will be realized. 

Research on recognition of the scene and objects from point clouds has been conducted for a long time 
and can be roughly classified into rule-based methods (Macher et al., 2017), model-based methods (Drost et al., 
2010), and methods based on machine learning (Golovinskiy et al., 2009; Poux et al., 2020; Qi et al., 2017). Model-
based methods prepare a 3D model of the recognition target and determine its existence, position, and posture 
from a point cloud. In the problem setting of this research, it is difficult to prepare all the 3D models of the target 
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Abstract: In recent years, 3D scanning technology using a terrestrial laser scanner (TLS) has become widespread 
and is used in a wide range of fields such as plants, civil engineering, and architecture. The point clouds acquired 
by scanning are used for measurement, creating drawings, and 3D model generation and recognition. The reflected 
ceiling plan (RCP) is one of the 2D drawings of facilities that represents ceiling equipment such as lighting, fire 
alarm, inspection hole, and so on, and is often created for existing facilities for renovations, inspections, and safety 
standard checks. For large-scale facilities, the creation of RCPs becomes a labor-intensive and quite time-
consuming process. This paper presents a method of footprint detection of ceiling equipment for supporting the 
creation of RCPs using laser scanning technology. The proposed method detects circle and square shape footprints 
of the equipment from TLS point clouds of the facility, and by labeling the equipment information, RCP can be 
created. In the experiment for two datasets, the performance of the method is evaluated, and footprints of about 
90% are detected.  
 
Keywords:  Laser scanning, Point cloud, Ceiling equipment, Object detection, Reflected ceiling plan. 
 
1. INTRODUCTION 

The reflected ceiling plan (RCP) as shown in Figure 1 is one of the 2D drawings of facilities that represents 
ceiling equipment such as lighting, fire alarm, access door, sprinkler, speaker, and so on, and is often created for 
existing facilities for renovations, inspection, and safety standard checks. For large-scale facilities, the creation of 
RCPs becomes a labor-intensive and quite time-consuming process. The technology for efficiently recognizing 
the equipment and its positions on the ceiling is required for solving the problems.  

 

 
 

Figure 1. An example of the reflected ceiling plan 
 
Automatic recognition of scenes from 3D scan data is an important research topic and many algorithms, 

theories, and methods have been developed in relation to this. 3D scan data has the 3D coordinates, and the result 
of the recognition includes the object’s position and orientation. Therefore, it is suitable for generating 2D 
drawings and 3D models of existing environments and scenes. This research aims to develop a system for efficient 
RCP creation using point clouds of facilities acquired by terrestrial laser scanners. This paper proposes a method 
to detect the footprint of ceiling equipment. The footprint is a boundary shape of the ceiling equipment on the 
ceiling, as shown in Figure 2(a). The shape of the footprint of almost all ceiling equipment is classified into square 
or circle as shown in Figure 2(b). If it is possible to detect the footprints accurately, a label of the equipment can 
be assigned to each footprint, and efficient RCP creation will be realized. 

Research on recognition of the scene and objects from point clouds has been conducted for a long time 
and can be roughly classified into rule-based methods (Macher et al., 2017), model-based methods (Drost et al., 
2010), and methods based on machine learning (Golovinskiy et al., 2009; Poux et al., 2020; Qi et al., 2017). Model-
based methods prepare a 3D model of the recognition target and determine its existence, position, and posture 
from a point cloud. In the problem setting of this research, it is difficult to prepare all the 3D models of the target 
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equipment, so the model-based method cannot be applied. In the machine-learning based method, Support Vector 
Machines or Random Forest have been used to recognize objects in the scene (Golovinskiy et al., 2009; Poux et 
al., 2020). Recently, many point cloud segmentation and object recognition methods based on deep learning have 
been proposed (Qi et al., 2017). However, the equipment targeted in this study contain a lot of noise and lack of 
points due to their surface specular reflection (Figure 2(a), some of the equipment is very small and there are many 
variations, making it difficult to apply recognition methods based on point clouds on equipment only.  
 

 
 

Figure 2. Footprints of ceiling equipment 
 
Some research for detecting ceiling equipment has been conducted. Recently, a recognition method that 

uses both images and point clouds and includes equipment attached to the ceiling surface has emerged (Hossain et 
al., 2022). Pan et al. (Pan et al., 2022) also used a combination of AI-based image recognition, image-based 3D 
reconstruction, and laser scanning to extract indoor objects, including ceiling equipment. However, there are issues 
in creating training data and improving the recognition accuracy of small equipment such as smoke detectors, and 
some equipment for RCP creation was out of scope. Takahashi et al. (Takahashi et al., 2020) proposed a method 
for detecting the footprint of ceiling equipment from TLS point clouds and achieving a much higher extraction 
rate compared with the above machine learning-based methods without preparing additional data. The method 
provides a high detection rate of circular footprints, but the method requires prior knowledge of the footprint. This 
research extends the method of Takahashi et al to be able to also detect square footprints without prior knowledge 
and to improve the detection accuracy by developing an accurate ceiling plane and its boundary extraction method. 
 
2. METHOD 
2.1  Overview of the Proposed Method 

Figure 2 shows footprint information and examples of ceiling equipment to be extracted by our method. 
In this study, it is assumed that the ceiling surfaces consist of flat horizontal planes, and the regions surrounded by 
the ceiling regions are regarded as the equipment regions, and the boundary of each equipment region is extracted 
as a footprint. The proposed method estimates the parameters of the footprint (Figure 2(b)) for each equipment. 

Figure 3 shows an overview of the proposed method. Because point clouds are generally obtained by 
multiple scanning at different scanner positions depending on the size of the facility, in our method, first the 
footprints are extracted from each scan and then the resulting footprints are integrated for all scans. In footprint 
extraction for each scan, first, structuring and normal estimation are done for the point cloud as a pre-process. 
Then, the ceiling regions are extracted using the region-growing algorithm. Next, the equipment boundary points 
are extracted from the ceiling regions, and footprints are extracted by fitting circles and rectangles to the boundary 
points. Finally, the facility footprints obtained from each scan are integrated. 
 
2.2  Preprocess 

To improve the processing efficiency of the neighbor search in region extraction and normal estimation, 
the point cloud is structured. Because TLS performs laser range measurement while changing the azimuth and 
elevation angles at regular intervals (Figure 4(a)), a structured point cloud like an image (Figure 4(b)) can be 
generated by taking the azimuth and elevation angles of the laser measurement as axes and assigning each point 
in each cell (Masuda&Tanaka, 2010). Next, the normal vector in  of each point i in the point cloud is estimated 
by normalizing the sum of the outer products of the difference vectors between the point and its neighbor points 
of four directions on the structured point cloud.  
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equipment, so the model-based method cannot be applied. In the machine-learning based method, Support Vector 
Machines or Random Forest have been used to recognize objects in the scene (Golovinskiy et al., 2009; Poux et 
al., 2020). Recently, many point cloud segmentation and object recognition methods based on deep learning have 
been proposed (Qi et al., 2017). However, the equipment targeted in this study contain a lot of noise and lack of 
points due to their surface specular reflection (Figure 2(a), some of the equipment is very small and there are many 
variations, making it difficult to apply recognition methods based on point clouds on equipment only.  
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rate compared with the above machine learning-based methods without preparing additional data. The method 
provides a high detection rate of circular footprints, but the method requires prior knowledge of the footprint. This 
research extends the method of Takahashi et al to be able to also detect square footprints without prior knowledge 
and to improve the detection accuracy by developing an accurate ceiling plane and its boundary extraction method. 
 
2. METHOD 
2.1  Overview of the Proposed Method 

Figure 2 shows footprint information and examples of ceiling equipment to be extracted by our method. 
In this study, it is assumed that the ceiling surfaces consist of flat horizontal planes, and the regions surrounded by 
the ceiling regions are regarded as the equipment regions, and the boundary of each equipment region is extracted 
as a footprint. The proposed method estimates the parameters of the footprint (Figure 2(b)) for each equipment. 

Figure 3 shows an overview of the proposed method. Because point clouds are generally obtained by 
multiple scanning at different scanner positions depending on the size of the facility, in our method, first the 
footprints are extracted from each scan and then the resulting footprints are integrated for all scans. In footprint 
extraction for each scan, first, structuring and normal estimation are done for the point cloud as a pre-process. 
Then, the ceiling regions are extracted using the region-growing algorithm. Next, the equipment boundary points 
are extracted from the ceiling regions, and footprints are extracted by fitting circles and rectangles to the boundary 
points. Finally, the facility footprints obtained from each scan are integrated. 
 
2.2  Preprocess 

To improve the processing efficiency of the neighbor search in region extraction and normal estimation, 
the point cloud is structured. Because TLS performs laser range measurement while changing the azimuth and 
elevation angles at regular intervals (Figure 4(a)), a structured point cloud like an image (Figure 4(b)) can be 
generated by taking the azimuth and elevation angles of the laser measurement as axes and assigning each point 
in each cell (Masuda&Tanaka, 2010). Next, the normal vector in  of each point i in the point cloud is estimated 
by normalizing the sum of the outer products of the difference vectors between the point and its neighbor points 
of four directions on the structured point cloud.  
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Figure 3. Algorithm of the proposed method 

 

 
(a) Terrestrial laser scanner (b) Point cloud and structured point cloud 

 
Figure 4. TLS and structured point cloud 

 
2.3  Ceiling Region Detection 

Each region of ceiling equipment is regarded as a region bounded by the bumps on the planar ceiling 
region. The ceiling regions are detected using a region-growing algorithm (Poux et al., 2022), and a new method 
for accurately detecting the ceiling region is proposed in this paper. In our research, two growing conditions for 
height difference C1 and point normal C2 shown in Equations (1) and (2) are evaluated for accurate ceiling region 
detection.  

1C : ij dd τ≤                                    (1) 
2C : i θθ τ≤                                    (2) 

 
Here, iθ  is the angle between a normal of point i and vertically downward direction (0,0, 1)v = −n , ijd  

is the height difference between point i and j, the point i is a candidate for adding the current region, and j is a front 
point of the current region (Figure 5(a)), and ,d θτ τ  are given thresholds.  

Figure 5(b) shows ceiling region detection results on the structured point cloud with different growing 
conditions. Condition C1 can detect most ceiling regions well, but under-detection (false negative) at areas distant 
from the scanner was observed (Figure 5(b) left). Although C2 often results in over-detection (false positive) at 
equipment with small boundary steps and under-detection just above the scanner, problems of C1 could be solved 
(Figure 5(b) center). In addition, it is observed that the conditions have directionality, that is, height difference 
works well for the growth to the front side (from down to top direction in the structured point cloud), and normal 
works for the backside. From these observations, in our method, a hybrid condition is used, that is, C2 is used for 
growth from the front side to the back side, C1 is used for growth from the backside to the front side, and 1 2C C∨  
is for other directions. The results using the hybrid condition are shown in Figure 5(b) right. 

In the experiments, over-detection of the ceiling at the access door which has quite small steps at its 
boundary is often observed as shown in Figure 6(a). To solve this problem, modification of the ceiling region by 
color information is done as shown in Figure 6(b). First, a grayscale image is created from structured point clouds, 
and adaptive thresholding is applied to it. Then, connected black cells are connected and the size of the connected 
component is estimated by an axis-aligned bounding box. Smaller components are deleted, and finally, points 
corresponding to the remaining components and their inside region are classified into non-ceiling regions.  
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(a) Growing condition (b) Ceiling detection results using different growing conditions 

 
 Figure 5. Ceiling region detection by region growing 

 

 
 

Figure 6. Color-based ceiling region modification 
 
2.4  Equipment Boundary Point Extraction 

First, boundary points of the extracted ceiling regions are extracted. The boundary points involve the 
boundary of equipment, occlusions caused by equipment, walls, and beams. First, boundary points from occlusions 
are removed by deleting the boundary points on the far side from the scanner when the protrusion height of the 
equipment exceeds a certain value (Takahashi et al., 2020). Then, vertical planar regions are detected by region 
growing as walls, and boundary points near the walls are also removed. Finally, boundary points from beams are 
removed by thresholding the height difference between the boundary point i and a point j just below i on the 
structured point cloud, that is, the boundary point i satisfying Equation (3) is removed.  

j i bz z τ− >                                    (3) 
 

Here, iz  is the height of the point i, jz  is the height of the point j, and bτ  is a given threshold. The 
remaining boundary points are clustered, and each cluster can be a candidate for the footprint of the equipment. 

Recognition of the type of footprint and parameter estimation can be done using circle and square fitting 
to each candidate. The fitting process is done on the horizontal plane. First, circle fitting by RANSAC 
(Fischler&Balls, 1981) is applied to each candidate. If the inlier ratio is larger than a threshold, the candidate is 
classified into equipment with a circular footprint. Then, a least-square circle fit is applied to the inliers to compute 
the center point and radius of the circular footprint. Next, an orthogonal two-line fit using RANSAC is applied to 
the candidates that are not classified into circular footprints. The candidates are classified into square footprints if 
they have a large inlier ratio in RANSAC and the distance between the endpoints of the fit line segments is shorter 
than the threshold. Then, orthogonal two-line fitting using the least-squares method (Takahashi et al., 2019) is 
applied to the inliers, and the final footprint is defined using the inscribed orthogonal lines parallel to the fitted 
line obtained by the least-squares method. The reference position, width, and length of the square footprint are 
computed using the final footprint. In RANSAC, since the point interval varies depending on the distance from 
the scanner, the threshold for inlier determination is set according to the point spacing (Takahashi et al., 2020). In 
addition, footprints that include a sufficient number of ceiling region points in its inside are also removed as false 
detection. 

 
2.5  Merging 

Using the results of point cloud registration, all extracted footprints in each scan are integrated into a 
single-coordinate system. Then, overlaps of footprints on 2D horizontal planes are checked. If the overlap is 
detected for multiple footprints, a footprint that is closest to the scanner position is retained and the others are 
removed.  
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Figure 6. Color-based ceiling region modification 
 
2.4  Equipment Boundary Point Extraction 

First, boundary points of the extracted ceiling regions are extracted. The boundary points involve the 
boundary of equipment, occlusions caused by equipment, walls, and beams. First, boundary points from occlusions 
are removed by deleting the boundary points on the far side from the scanner when the protrusion height of the 
equipment exceeds a certain value (Takahashi et al., 2020). Then, vertical planar regions are detected by region 
growing as walls, and boundary points near the walls are also removed. Finally, boundary points from beams are 
removed by thresholding the height difference between the boundary point i and a point j just below i on the 
structured point cloud, that is, the boundary point i satisfying Equation (3) is removed.  

j i bz z τ− >                                    (3) 
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3. RESULTS 
The proposed method is applied to two data sets shown in Figure 7(a). Laser scanning was done using a 

TLS FARO FOCUS 3D S120. Data_A is one scan and the point cloud includes about 43M points. Data_B consists 
of 12 scans and 520M points. In our implementation, first, the point clouds are uniformly down-sampled on the 
structured point clouds, and the number of points in one scan becomes approximately 11 million. In the 
experiments, the down-sampling had little effect on the detection rate, but computational time is drastically 
reduced (By using the down-sampling for Data_A, the calculation time was reduced from 603s to 100s, and the 
number of total detected footprints was unchanged, although the numbers of detected circle and rectangle 
footprints were slightly changed, respectively). 

Figure 7(b)(c) shows the results of footprint extraction by our method for Data A and B. To evaluate the 
performance of our method, the ground truth of footprints was manually created and compared with the extraction 
results. The footprints were judged as correct if the error of the reference position was less than 10 cm and the 
difference in dimensions was less than half of the ground truth. In the figure, red squares and circles show correctly 
extracted footprints, green squares and circles with blue boundary lines are undetected footprints (showing ground 
truth), and other squares and circles show false detection. From Figure 7(b), some undetected footprints and false 
detections can be observed at the distant area from the scanner caused by a large point interval, but almost all 
footprints were extracted near the scanner, including small equipment. Similar trends can be observed in Data_B, 
as shown in Figure 7(c). 
 

 
 

Figure 7. Point clouds for experiments and results of footprint extraction 
 

Quantitative evaluation of the detection rate showed that footprints of equipment within 6 meters on the 
ceiling plane from just above the scanner can be extracted well, and the rate becomes smaller according to the 
distance from the scanner. In the scanning, the distance between scanner positions is often set to less than 10m, 
therefore evaluation within 6m is appropriate. Table 1 summarizes the footprint extraction rates of each equipment 
for Data_A. The evaluation was done for equipment within 6m of the scanner on the ceiling. The values in the 
brackets show the extraction rates of the footprint in the whole room shown in Figure 7(b). Almost all footprints, 
including small equipment, could be extracted, and the extraction rate for circle and square footprints was about 
94%. In Data_B, detection rates for circle and square footprints were 92% (80/87) and 88% (57/65), respectively. 
Undetected footprints were observed in the distant area from the scanner. It is expected that scan planning 
considering the detection performance will improve the detection rate.  
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Table 1. Footprint extraction rates of Data_A* 

 
 
4. CONCLUSIONS 

In this paper, a detection method of footprints of ceiling equipment from TLS point clouds was proposed 
for supporting the creation of a reflected ceiling plan. The method consists of normal estimation, region growing 
for ceiling region extraction, circle and square fitting for detecting footprints, and footprint merging from several 
scans. Footprint detection rates were about 90% for two datasets of facilities with different scales. The quantitative 
evaluation showed that our method can detect almost all footprints of equipment within 6m from the scanner on 
the horizontal plane.  

In future work, we will extend our method for semi-automatic RCP generation. The current method only 
extracts the footprints of the ceiling equipment. To realize RCPs creation, equipment labels should be assigned to 
each footprint. It may be difficult to automatically assign the label for footprints using only the parameters. To 
cluster the extracted footprints, and manually assign the label to each cluster may be one of the effective methods 
for efficient RCP creation.  
 
REFERENCES 
 
Drost, B., Ulrich, M., Navab, N. and Ilic, S. (2010). Model Globally, Match Locally: Efficient and Robust 3D 

Object Recognition, Proceedings of IEEE Computer Society Conference on Computer Vision and 
Pattern Recognition, 998-1005. 

Fischler, M. A. and Bolles, R. C. (1981). Random Sample Consensus: A paradigm for model fitting with 
applications to image analysis and automated cartography, Communications of the ACM, 24 (6), 381-
395. 

Golovinskiy, A., Kim, A. G., and Funkhouser, T. (2009). Shape-based Recognition of 3D Point Clouds in Urban 
Environments, International Conference on Computer Vision. 

Hossain, M., Ma. T., Watson, T., Simmers, B., Khan, J.A., Jacobs, E., and Wang, L. (2022), Building Indoor 
Point Cloud Datasets with Object Annotation for Public Safety, Smart Cities, Green Technologies, and 
Intelligent Transport Systems, 173-196. 

Macher, H., Landes, T. and Grussenmeyer, P. (2017). From Point Clouds to Building Information Models: 3D 
Semi-Automatic Reconstruction of Indoors of Existing Buildings, Applied Sciences, 7, 1030 (2017) 

Masuda, H. and Tanaka, I. (2010). As-Built 3D Modeling of Large Facilities Based on Interactive Feature 
Editing, Computer-Aided Design and Applications, 7(3), 349-360. 

Pan,Y., Braun, A., Brilakis, I., and Borrmann, A. (2022). Enriching geometric digital twins of buildings with 
small objects by fusing laser scanning and AI-based image recognition, Automation in Construction, 
140, 104375. 

Poux, F., Mattes, C., and Kobbelt, L. (2020). Unsupervised Segmentation of Indoor 3D Point Cloud: Application 
to Object-based Classification, The International Archives of the Photogrammetry, Remote Sensing and 
Spatial Information Sciences, Volume XLIV-4/W1-2020, 111-118. 

Poux, F., Mattes, C., Selman, Z., and Kobbelt, L. (2022). Automatic region-growing system for the segmentation 
of large point clouds, Automation in Construction, 138, 104250. 

Qi, C. R., Yi, L., Su, H., and Guibas, L. J. (2017). PointNet++: Deep Hierarchical Feature Learning on Point Sets 
in a Metric Space, Proceedings of the 31st International Conference on Neural Information Processing 
Systems, 5105-5114. 

Takahashi, H., Date, H., and Kanai, S. (2019). Automatic Indoor Environment Modeling from Laser-scanned 
Point Clouds Using Graph-Based Regular Arrangement Recognition, Proceedings of the 4th 
International Conference on Civil and Building Engineering Informatics, 368-375. 

Takahashi, H., Date, H., Kanai, S., and Yasutake, K. (2020). Detection of Indoor Attached Equipment from TLS 
Point Clouds using Planar Region Boundary, The International Archives of the Photogrammetry, 
Remote Sensing and Spatial Information Sciences, XLIII-B2-2020, 495-500. 

 

* Detection rates within 6 meters on the ceiling plane. The values in the brackets show detection 
rates in the whole room.

Square FP
Lighting AC vent Access 

door

Circle FP
AC vent Speaker Sprinkler Camera Fire alarm

14/14
(36/45)

1/1
(3/4)

2/3
(2/6)

2/2
(7/9)

5/5
(8/10)

4/5
(9/20)

2/2
(3/9)

2/2
(5/5)

Total (%)
93.8

(60.1)

Total (%)
94.4

(74.5)



471

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

Table 1. Footprint extraction rates of Data_A* 
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Abstract: This paper presents the results of applying terrestrial laser scanning (TLS) data to evaluate cable tension. 
TLS is a current technology for collecting building data with high precision. Consequently, TLS technology can 
be used to measure existing cable structure profiles. Generally, the actual slack cable shape profile indicates the 
cable tension. Therefore, the precise cable tension can be evaluated by matching the cable profile to the 
corresponding tension based on cable mechanics theory. In addition, the study used the nonlinear finite element 
method to assess the correct cable tension for the case in which bending rigidity has a significant effect. Finally, 
the paper presents experimental verification to demonstrate the accuracy of the proposed method. 
 
Keywords:  Cable tension evaluation, Cable structures, Nonlinear finite element, Terrestrial laser scanning, 3D 
point cloud data. 
 
1. INTRODUCTION 

Cable structures are applied in many infrastructure projects. Theirs advantages include high-tension 
resistance, light weight, and flexibility. However, due to the environmental loads, creep, and fatigue, the cables 
may become damaged, which is not easy to detect by visual inspection alone. Consequently, cable structures should 
be periodically monitored to evaluate cable tension and observe any damage, thus ensuring safety. Many 
instruments, such as accelerometers, vision cameras, laser vibrometers, are available for cable structure inspection. 
In addition, terrestrial laser scanning (TLS) is a current technology that can produce high-accuracy data for 
infrastructure monitoring. Therefore, using TLS to obtain data represents an alternative non-contact procedure for 
cable tension evaluation. 

Many studies have previously examined methods of cable tension measurement. One of the most 
frequently used methods is the natural frequency-based or vibration method, which can estimate tension from the 
measured natural frequencies using beam theory or string theory. For example, Kim and Kim (2013) and Kim et 
al. (2013) proposed a method for estimating the dynamic characteristics of cables using a vision-based system 
combined with a digital image processing technique. This method calculates the cable tensions using vibration to 
evaluate the natural frequency and mode shape. However, camera vibration can occur when using this method, 
which generates camera-induced motion. This can be compensated for by installing an additional stationary target 
or using an inertial measurement system to estimate camera motion (Lee et al., 2020; Ma et al., 2022). The results 
of this method have been verified by comparing them to accelerometer data. Mehrabi and Farhangdoust (2018) 
used a laser vibrometer to record cable vibration and then calculated the dynamic properties of the cable. Their 
mathematical formulation for estimating tension force considers the effect of sag-extensibility and bending 
stiffness.  

Recently, several studies have researched the cable tension evaluation method based on the static profile 
shape of the cables. For example, Jo et al. (2021) proposed a cable tension force evaluation method based on 
parabolic cable theory and the measurement of cable sag, which can be obtained from multiple digital images. The 
researchers performed an experiment on a cable-stayed bridge during construction. They verified the proposed 
method by comparing the evaluated tensions with those from the lift-off test. Zhou et al. (2021) used TLS to collect 
the static shape of suspension bridge cables. They identified the suspender centerline using point cloud density 
and then evaluated the suspender forces using a reverse calculation method based on a catenary equation. They 
verified the proposed method by analyzing a suspension bridge under controlled load conditions. Zhang et al. 
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(2022) presented an analytical approach to evaluate hanger forces based on the main cable profile. They used the 
high-precision total station to measure the data. Then, they applied the method to a suspension bridge to 
demonstrate its feasibility and effectiveness. The results of this method were verified by comparing them to those 
of the frequency-based method. 

The current study adopts the TLS method to collect the static profile of the cable, achieving high 
performance and accuracy. A massive data set was collected digitally, and the geometry and dimensions of the 
cable profile were measured using computer software. The cable tensions were then evaluated from the static shape 
using a nonlinear finite element procedure and a matching process. In addition, an experiment was performed to 
demonstrate the presented method’s effectiveness and accuracy. The study also investigated the significant effect 
of bending rigidity, including in the finite element model formulation. 
 
2. METHOD 

Theoretically, the different static profiles of a cable represent its corresponding internal forces. Moreover, 
the cable’s internal force can be calculated if the cable sizes and material properties are known. However, the cable 
profile is essential for evaluating the tension in the cable. Therefore, this study presents the methodology for cable 
tension evaluation using TLS data, as shown in Figure 1. In the first step, TLS was applied to acquire data for the 
cable’s static profile. Then, the data were processed to obtain a 3D point cloud dataset for the cable profile, as 
explained in Section 2.1. After that, the cable profile measurement procedure was performed to determine the 
sampling points and measure their coordinates. Finally, the cable tension was evaluated using the finite element 
procedure and optimization technique described in Section 2.2. In addition, experimental verification was 
performed to show the accuracy of the proposed method, as explained in Section 2.3. 
 

 
 

Figure 1. Cable tension evaluation workflow using terrestrial laser scanning data 
 
2.1  Terrestrial Laser Scanning and Point Cloud Registration 

The study collected data using a FARO Focus X-330 terrestrial laser scanner, which has a high 
performance and records massive point cloud data. TLS occurs in the horizontal and vertical directions over 360-
degree and 300-degree ranges, respectively. According to the phase-shift technology principle, the scanner 
registers the object's surface point distance and the corresponding vertical and horizontal angles. In this study, the 
resolution was set at 28.2 million points for each scan, and the measurement speed was 122,000 points per scan. 
In the experimental verification, TLS was used to collect the data from three positions, at the middle of the span 
and both ends. 

The registration method is a combination methodology used to analyze the point cloud dataset. This study 
used SCENE software to carry out the registration method on the cable. This software uses the iterative closest 
point (ICP) algorithm for targetless registration (cloud-to-cloud registration). Figure 2a exhibits point cloud 
datasets 1, 2, and 3 before the registration process, defined as blue, red, and green, respectively. At this point, the 
three sets of scan data had yet to be merged. After the registration procedure was carried out successfully, the 
cable’s point cloud datasets were combined, as shown in Figure 2b. After that, each point cloud dataset was 
exported as an RCP file for cable evaluation. 
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a) Before registration 
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Figure 2. Point cloud registration procedure for cable profile measurement 
 
2.2  Cable Tension Evaluation 

The process of evaluating the appropriate tension is based on the idea that the corresponding profile is the 
shape that best fits the 3D point cloud data. Therefore, the cable coordinates obtained from the 3D point cloud data 
are necessary for determining the shape. This study divided the cable into six intervals with equal horizontal 
lengths, as shown in Figure 3. Tangent lines of the rod were created in the neighboring regions of the sampling 
points. The intersections of the tangent lines and interval-dividing lines were considered the coordinates of the 
sampling points. The bottom-end support is defined as the origin (0, 0). The coordinates of the five sampling points 
along the cable length and the top-end support were obtained by measuring their dimensions. This procedure was 
carried out using the computer software Autodesk Revit 2023. 
 

 
 

Figure 3. Measurement coordinates from the point cloud dataset 
 

The cable profiles at any applied loads were calculated using a nonlinear finite element procedure 
considering the effect of bending rigidity. The vertical coordinates at the sampling points were compared with 
those measured from the 3D point cloud data. The best-fit shape was determined using the curve-fitting 
optimization technique. The criterion was to minimize the summation of the squared residuals of vertical 
coordinates between the finite element method and the 3D point cloud data. The cable was divided into 48 elements 
for the finite element procedure, and then curve-fitting optimization techniques were carried out. The overall 
computational time for the cable tension evaluation process was less than 1 minute for each case. During this step, 
the study adopted the nonlinear finite element model presented by Athisakul et al. (2011, 2012, 2014) and 
Chucheepsakul et al. (2003) to match the appropriate cable tension with the current cable profiles. 
 
2.3  Experiment 

In this study, cable tension was evaluated using the finite element procedure, which requires the 
investigation of the static shape. Therefore, experimental testing was conducted in the laboratory to verify the 
accuracy of the 3D point cloud registration process and the finite element procedure. The cable tension from the 
finite element procedure was compared to the tension from the load cell reading. The experiment used steel rods 
of various sizes as samples to show the effect of bending rigidity. Table 1 presents the dimensions and material 
properties of the rods. Samples 1 and 2 were steel rods with 17.1 mm and 21.4 mm outer diameters, respectively, 
with a length of 6 m. Samples 3 and 4 had 27.2 mm outer diameters with lengths of 6 m and 12 m, respectively. 
Samples 1 and 2 were tested for seven load cases, while samples 3 and 4 were tested for three load cases. 
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The experimental testing involved the following steps: The steel rods were hung on two supports at 
different levels to represent an inclined shape scenario. Both supports were hinges, that could rotate freely. The 
support on the right-hand side had a mechanism for applying force in the rods, which included a cable wire, a 
single pulley, a load cell, a turnbuckle, and pad eye support. The terrestrial laser scanner was used to collect data 
for each load case, as shown in Figure 4. The cable wire connected the rod and load cell through the single pulley. 
The turnbuckle was connected to the load cell and the pad eye support and could be tightened and loosened to 
adjust the applied load. The load cell had a maximum capacity of 300 kg with an accuracy of 0.1 kg. The details 
of the experimental schematic and the actual test are shown in Figures 5a and 5b, respectively. 
 

Table 1. Dimensions and material properties of samples 

Sample Length 
(m) 

Outer Diameter 
(mm) 

Inner Diameter 
(mm) 

Density 
(kg/m3) 

Elastic Modulus 
(N/m2) 

1 6 17.1 12.7 

7,850 2.07x1011 2 6 21.4 16.2 
3 6 27.2 22.2 
4 12 27.2 22.2 

 

 
 

Figure 4. Equipment employed in the laboratory testing 
 

 
 

a) Experimental schematic 
 

 
 

b) Actual test setup 
 

Figure 5. Experiment test setup details 
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a) Experimental schematic 
 

 
 

b) Actual test setup 
 

Figure 5. Experiment test setup details 

For the point cloud data acquisition in the laboratory test, the steel rod's static profile was collected using 
a terrestrial laser scanner. The scanner was installed at a higher level than the rod. Scans were performed at three 
scan locations for each load case at mid-span and both end supports. Afterward, the 3D point cloud data from each 
scan were combined following the procedure described in Section 2.1. Finally, the tension results determined by 
following the procedure in Section 2.2 were compared to those collected from the load cell reading. 

 
3. RESULTS 

This study tested four steel rods samples with various applied loads experimentally. Table 2 presents the 
tension results evaluated from the static profile of the cable using the finite element procedure and the optimization 
technique. It also shows the effect of bending rigidity in the model formulation. 
 

Table 2. Comparison between the evaluated tensions and load cell readings 

Sample 
Outer 

diameter 
(mm) 

Length 
(m) 

Load cell 
(N) 

Evaluated tension (N) 
Include  
bending 
rigidity  

(%Diff.) 
Exclude 
bending 
rigidity  

(%Diff.) 

1 17.1 6 

389.6 382.7  (–1.8) 549.8  (41.1) 
574.2 565.6 (–1.5) 732.9  (27.6) 
771.4 741.3 (–3.9) 908.4  (17.8) 
967.7 968.0  (0.1) 1,135.9  (17.4) 

1,163.0 1,186.5  (2.0) 1,354.5  (16.5) 
1,356.3 1,350.5  (–0.4) 1,517.9 (11.9) 
1,551.3 1,576.6  (1.6) 1,745.6  (12.5) 

2 21.4 6 

587.1 595.7  (1.5) 989.0  (68.5) 
879.5 881.4 (0.2) 1,274.0  (44.9) 

1,169.0 1,177.3 (0.7) 1,570.7  (34.4) 
1,461.2 1,466.0  (0.3) 1,859.8 (27.3) 
1,752.0 1,791.0 (2.2) 2,185.3 (24.7) 
2,054.4 2,081.2 (1.3) 2,475.5  (20.5) 
2,305.3 2,310.5  (0.2) 2,702.7  (17.2) 

3 27.2 6 
787.0 793.8  (0.9) 1,652.8  (110.0) 

1,215.4 1,204.3  (–0.9) 2,030.0 (67.0) 
1,522.7 1,521.1  (–0.1) 2,365.2  (55.3) 

4 27.2 12 
1,514.7 1,460.0  (–3.6) 1,665.9  (10.0) 
2,190.4 2,161.2  (–1.3) 2,368.9  (8.2) 
2,536.7 2,525.4  (–0.4) 2,738.3 (7.9) 

 
4. DISCUSSION 

In the experimental testing, only partial 3D point cloud data was collected along the cable. More 
specifically, data was only collected along the top edge of the cable. A similar approach is necessary in the real 
world, where most cable structures are hung at a high level while the TLS processes occur at a lower level. 
Therefore, while the entire cable length is scanned, this only includes its bottom edge. Ideally, the profile should 
be measured from the centerline of the cable. However, measuring cable’s top or bottom edge only is sufficient to 
determine the profile if the cable diameter size is known or can be measured directly through fieldwork. 
Consequently, the profile can be determined by perpendicularly shifting the top or bottom edge to the centerline 
by a distance equal to half the cable diameter. 

As the results in Table 2 indicate, the tensions evaluated using the proposed method were less than 5% 
different from those taken from the load cell reading. All of the tensions estimated from the model formulation, 
excluding the effect of bending rigidity, were significantly different from those of the load cell reading. The most 
considerable difference, at 110.0%, occurred in the largest-size rod with the smallest applied load. When 
considering the same applied load of approximately 1,500 N with the same sample length, the differences were 
12.5%, 27.3%, and 55.3% for rod sizes of 17.1 mm, 21.4 mm, and 27.2 mm, respectively. Moreover, the same rod 
size of 27.2 mm with different sample lengths of 6 and 12 m generated differences in evaluated tension up to 
55.3% and 10.0%, respectively. Thus, it can be concluded that bending rigidity significantly affects cable tension. 
Consequently, the nonlinear finite element model formulation that considers bending rigidity is strongly 
recommended in the cable tension evaluation process. However, the effect of bending rigidity is reduced when 
either the slenderness ratio of the cable or the applied tension is increased. 
 
 



476

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

5. CONCLUSIONS 
This study presented an alternative method for cable tension evaluation based on TLS data. It showed that 

the accuracy of 3D point cloud data from a terrestrial laser scanner is sufficient for evaluating cable tension. The 
nonlinear finite element method was applied to assess cable tension. The experimental results show the accuracy 
and reliability of the finite element procedure and curve-fitting optimization technique. Considering bending 
rigidity in the model formulation gives better, more accurate results. However, the effect of bending rigidity is 
diminished as the tension or the slenderness ratio of the cable is increased. 
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Abstract: This paper provides a detailed procedure to transform a seaport into a digital format, with the objective 
of creating a precise, effective BIM model of the port infrastructure. We execute on-site surveys to acquire point 
cloud data of the port infrastructure, encompassing a variety of data types from terrestrial to underwater regions. 
Additionally, we suggest a solution for data collection in inaccessible areas, by utilizing a range of equipment and 
combining advanced survey technologies to overcome the limitation of each separate survey type. The collected 
data undergoes processing to generate a comprehensive BIM model of the port, which encompasses data from the 
land to the underwater area. This BIM model is subsequently converted to a GIS-compatible format, and then 
integrated into the ArcGIS online platform. This fusion allows the merging of engineering design data with 
geospatial attributes into a comprehensive model. The final output, as demonstrated in a real case study of seaport 
in Vietnam, will be presented along with insights into optimizing data processing for integration. 
 
Keywords:  BIM, GIS, Laser scanning, USVs, UAS, Point cloud  
 
1. INTRODUCTION  

Building Information Modeling (BIM) is a digital process used in the construction and management of a 
virtual designed model for building or infrastructure projects. This innovative method employs various software 
tools to foster collaboration among diverse stakeholders such as designers, architects, engineers, and contractors, 
who all contribute to a singular, cohesive model of the construction project. This model contains 3D visuals along 
with the specifications of individual building components, including their materials, size, performance metrics, 
and maintenance requirements. Prior to integrating the BIM process into any building project, it's crucial to perform 
a 3D survey to collect essential geometric data for producing the 'as-built' model of the structure (Murphy et al., 
2017), in addition to gathering other types of relevant data. This step calls for the use of cutting-edge 3D survey 
techniques like 3D laser scanning or photogrammetry, which generate point clouds as the foundation for the 
subsequent parametric modeling phase (Wang et al., 2019). There are several proven methods to transform point 
clouds into a BIM model, as documented in a wide array of literature (Moyano et al., 2020; Pepe & Costantino, 
2020). 

The use of 3D digital models and the object parameterization within the Building Information Modeling 
(BIM) environment allows for a comprehensive association of physical and mechanical characteristics with each 
structural or architectural component, along with any additional relevant information. However, most 
contemporary research primarily concentrates on the generation of BIM models for terrestrial structures. The 
question remains on how to handle data not based on land, such as underwater data, which is relatively important 
for projects like seaports. 

Moreover, the capacity of the BIM environment to store and detail elements is somewhat restricted. This 
limitation can be addressed by associating semantics, images, or other forms of information with model 
components using a specialized field. Applications of these models can be seen in Cultural Heritage contexts (Pepe 
& Costantino, 2020), and in complex structures like historical bridges and cathedrals. 

To counteract the constraints of BIM, initiatives are underway to connect BIM with external databases for 
streamlined data management. These solutions are expected to enhance flexibility in data access and administration 
in the future (Adami et al., 2018). 

Addressing these limitations requires the identification of an efficient environment capable of managing 
various databases and bridging them with 3D spatial objects. In this context, a 3D Geographical Information 
System (GIS) environment provides the ability to establish numerous fields and link multiple databases from a 
variety of sources. These sources can encompass satellite images, aerial photos, terrestrial and underwater surveys, 
and more. The 3D GIS environment is further useful for generating maps and performing spatial data analyses. In 
addition, Web GIS, a variant of GIS, leverages the internet to provide access to geospatial data and analysis tools. 
This system allows users to retrieve GIS data and tools from any location via a web browser, thus facilitating data 
sharing and collaboration. Since users can access the same data from anywhere with internet connectivity, Web 
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GIS broadens accessibility to a more diverse range of users, including those without prior GIS expertise. (Narindri 
et al., 2022) 

Building Information Modeling (BIM) and Geographic Information Systems (GIS) can work together to 
enhance building and infrastructure planning, design, and operation. However, integrating data from various 
survey technologies into GIS can be challenging due to disparities in data formats, resolution, accuracy, and 
georeferencing methods. 

This paper will detail the process of high-accuracy field data collection for BIM models and integrating 
BIM data into web GIS. This approach has been applied to a port infrastructure project in Vietnam, where the BIM 
model includes data from aerial, terrestrial, and underwater sources. 

 
2. METHODOLOGY AND PROCEDURES 
2.1. Data Acquisition 

Data collection for a BIM-GIS project requires details on a building or infrastructure's physical and 
functional attributes, along with its spatial context. This data aids in crafting a precise digital model for design, 
construction, and operation. Various surveying techniques are often combined to solve the problem of location 
challenges, especially when surveying objects such as the seaport, situated at land-sea interfaces. Terrestrial Laser 
Scanning (TLS) was utilized for on-land surveys, while a UAV photogrammetric survey targeted upper building 
parts inaccessible from the ground. Additionally, a USV multibeam sonar system collected data for the underwater 
and front-side port regions. 

The Trimble GNSS R12i, known for its high-precision capabilities, was used during the survey to collect 
GPS data and create accurate control points, thereby enhancing the point cloud and grid model data's accuracy. 
The data's reliability was crucial for accurate analyses. 

• Terrestrial 3D laser scanning  
3D laser scanning, an advanced technique using directed laser beams, records characteristics of various 

objects around a structure (Guo et.al., 2020). This highly accurate process can create a detailed 3D model of the 
surveyed area, covering large expanses across diverse terrains without line of sight (Zhou et al., 2019). 

In this study, laser scanning was employed on land to gather precise point cloud data of equipment and 
buildings. Preceding the scan, a traverse network was established and adjusted, with each point's coordinates and 
elevation measured via a Leica TS60 total station and LS10 digital level, respectively, to ensure high accuracy. 
Leica RTC360, P50, and Trimble SX12 scanners were then used to capture all physical features of the existing 
facilities. Main scanners were stationed at each traverse point, with additional scanners closer to the traverse 
network to record shape, size, and surface color details of existing objects. Figure 1.a displays the onsite 3D laser 
scanning process. The TLS collected data then was processed using professional software like Cyclone to serve as 
the source for BIM model creation and the base map in GIS. 

• Aerial surveying with drones 
Aerial surveys are utilized to address on-land surveying limitations, particularly when terrestrial laser 

scanning is less effective due to large site size or inaccessible areas like high roofs. Modern unmanned aerial 
systems (UAS) with high-quality cameras, onboard GPS, and other sensors have streamlined aerial surveys 
(Abdulla Al-Kaff et al., 2018). The captured images undergo processing using photogrammetry techniques for 
delivering accurate and detailed 3D information from measured image correspondences at any scale. 

In this project, a 3D map of the port area was field-collected using a DJI Matrice RTK300- Zenmuse P1 
with a 45MP Full-frame Sensor (Figure 1.b). The drone followed designed flight paths to capture overlapping 
aerial photos every 0.7 seconds over the worksite (Figure 1b- right hand side). The Zenmuse P1 can capture 
centimeter-accurate data with real-time position and orientation compensation technology. In essence, the drone's 
GPS and onboard sensors embed latitude, longitude, and altitude data in the image metadata as it's captured. These 
images are then processed and analyzed using DJI Terra software, which employs photogrammetry techniques to 
generate photorealistic 3D representations of land surfaces and various objects within the port area. 

• Underwater surveying with USVs 
Neither aerial nor terrestrial surveys can collect data from the wharf's edge to the underwater area. Thus, 

Unmanned Surface Vehicles (USVs) equipped with integrated iLiDAR and multibeam echo sounders are used to 
gather bathymetric and point cloud data of the wharf's front side. For this project, the Otter USV system, which 
includes two GNSS devices to receive coordinate, elevation, and orientation data, is utilized (Figure 1c). 

Before surveying, a high-precision control grid based on a coordinate system is established, setting the 
elevation for the entire project. Concurrently, an automatic water level monitoring station is set up on the shore as 
an RTK measurement method base station. Once the iLiDAR and Norbit iWBMS devices are attached to the Otter 
system, the USVs are launched to collect bathymetric data and 3D point cloud data of the wharf's front side. 
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a) Terrestrial 3D laser scanning 
 

  
 

b) Aerial survey 
 

  
 

c) Underwater survey 
 

 Figure 1. Conducting the field surveys 
 

2.2. BIM 
The process of reconstructing 3D models from profiles, as discussed by D. Costantino in 2021, can be 

used to construct a 3D model. This technique leverages a 3D point cloud to reconstruct the object or structure's 3D 
form using either a curve or a parametric surface. The collected point cloud data is then exported and imported 
into suitable software such as Revit, which aids in the model's creation (as shown in Figure 2). By considering the 
distance between the object surface's points within the point cloud and the similarity in direction of the neighboring 
standard faces, an engineer can create an as-built model. After this data is integrated into the software, building 
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components are designed in the BIM model, utilizing the point cloud data and the collected images. The final stage 
involves correlating the BIM model's components with the point cloud to ensure each component aligns with its 
respective points in the point cloud. 

 

 
  

Figure 2. Building Revit model from point cloud data 
 

2.3. Web GIS 
ArcGIS Online is a cloud-based platform that integrates numerous powerful geospatial analysis tools and 

capabilities from Esri. Currently, this WebGIS platform is widely used for visualizing both 2D and 3D data, 
particularly 3D models such as building information models (BIM), 3D meshes, and 3D point clouds. Choosing a 
common platform like ArcGIS Online for storing and sharing data can facilitate access to and retrieval of data 
from any location, thus providing convenience for data management and analysis. 

 
2.4. BIM – GIS Integration  

Due to the benefits that the integration of Building Information Modeling (BIM) and Geographical 
Information Systems (GIS) offers, it has been the subject of extensive research and implementation across a diverse 
range of application field, particularly in planning and operation (Matrone et.al., 2019). The overall process of 
integration is illustrated in Figure 3. The accepted data format and procedure for uploading each type of data are 
described in the following sections. 

  

 
 

Figure 3. Workflow for collecting, processing and integrating data. 
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3. RESULTS  
The South Vietnam port case study involved conducting several surveys to gather detailed 

information, which included bathymetric details, 3D laser scanning point cloud data, and aerial images. These 
data were merged to create a comprehensive digital model of the port. For the 3D laser scanning the cluster 
approach was applied to organize 3D laser scanning into logical sections. The precision achieved in internal 
areas was 1-3mm, and in external areas, it was 3-5mm. The survey results obtained through terrestrially 
conducted surveys are illustrated in Figure 4. 

 

  
 

Figure 4. 3D point cloud of the wharf and the warehouse 
 

The drone survey involves processing aerial images using DJI Terra software (Figure 5a). The images are 
captured with an approximate overlap of 70-80%. The initial steps involve stitching the images and generating a 
preliminary point cloud model. In order to adjust the images to the desired coordinate system, Ground Control 
Points (GCPs) are added. The deviations between the GCPs and the 3D Mesh model are shown on Table 1. Once 
the images are adjusted, they are exported to digital models, like 3D Mesh, which are evaluated based on mapping 
regulations. The 3D mesh data for the entire port area is exported in *.slpk format and uploaded onto ArcGIS 
Online, where it is displayed alongside other survey data which includes underwater topography and 3D laser 
scans.  

 

 
 

a) 

 
 

b) 
 

 Figure 5. (a) 3D photogrammetry model of the port area, (b) Targets (Ground control points) layout. 
 

Table 1. Detailed Comparison Table of Point Position Errors between GCPs and 3D Mesh model 

Point ID  
3D Photogrammetry model  Targets   

Deviation 
x  y  z  x  y  z  

1 421038.131 1170449.281 2.774 421038.130 1170449.280 2.770 0.004 

2 421167.175 1170435.472 2.724 421167.170 1170435.470 2.720 0.007 

3 421325.556 1170417.005 3.144 421325.550 1170417.000 3.140 0.009 

4 421110.122 1170563.385 2.653 421110.120 1170563.380 2.650 0.006 

5 421097.127 1170670.862 2.944 421097.120 1170670.860 2.940 0.008 

6 421085.373 1170886.116 3.215 421085.370 1170886.110 3.210 0.008 

7 421101.143 1171049.992 3.092 421101.140 1171049.990 3.090 0.004 

8 421141.386 1171102.745 2.704 421141.380 1171102.740 2.700 0.009 
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Point ID  
3D Photogrammetry model  Targets   

Deviation 
x  y  z  x  y  z  

9 421355.751 1171099.625 2.931 421355.750 1171099.620 2.930 0.005 

10 420933.363 1171081.334 2.906 420933.360 1171081.330 2.900 0.008 

11 420956.994 1170889.284 2.852 420956.990 1170889.280 2.850 0.006 

12 420949.666 1170689.862 2.554 420949.660 1170689.860 2.550 0.007 

13 420861.055 1171112.697 3.643 420861.050 1171112.690 3.640 0.009 

14 420860.183 1170975.995 3.053 420860.180 1170975.990 3.050 0.007 

15 420858.766 1170657.021 3.476 420858.760 1170657.020 3.470 0.009 
 
(*) Note: 

- Unit (m) 
- Coordinates and elevations of Targets are measured using electronic total station devices. 
 The bathymetric and iLiDAR data from the USV survey were processed and checked for errors using 

Hysweep software. A raw point cloud model in *.e57 or *.las format was then generated, mapping the underwater 
terrain and the wharf's front side. For the accuracy checking, the comparison between the 3D Point Cloud model 
and Ground Control Points (Figure 6) are conducted (Table 2). This point cloud data was then imported to 
Autodesk Recap Pro or Leica Cyclone software for noise removal and data integration. Ultimately, the highly 
precise point cloud data for the area in front of the port was exported (Figure 7). To enhance storage efficiency, 
processing time, and rendering speed on the ArcGIS Online platform, the file formats *.las and *.e57 will be 
transformed into the Point Cloud Scene Layer format (*.slpk). Point cloud scene layers are capable of swiftly 
rendering significant amounts of symbolized and filtered point cloud data, ensuring rapid display of such datasets. 

 

 
 

 

Figure 6. Targets (Ground control points) layout. Figure 7. The point cloud model of the water area in 
front of the wharf and the slope of the shoreline and 
3D mesh model of port. 
 

Table 2. Detailed comparison of Point Position Errors 

Point ID 
Point Cloud Targets 

Deviation 
x y z x y z 

BRS-1 420836.927 1171114.459 3.32 420836.917 1171114.459 3.315 0.011 

BRS-2 420861.34 1171114.479 3.277 420861.34 1171114.478 3.279 0.002 

BRS-3 420833.758 1170611.984 3.304 420833.757 1170611.985 3.303 0.001 

BRS-4 420921.616 1170553.975 1.771 420921.617 1170553.976 1.773 0.002 

BRS-5 420921.833 1170669.987 0.423 420921.832 1170669.988 0.423 0.001 

BRS-6 420928.025 1171019.57 1.28 420928.026 1171019.576 1.289 0.010 

BRS-7 420921.174 1171094.753 0.099 420921.173 1171094.752 0.097 0.002 
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(*) Note: 
- Unit (m) 
- Coordinates and elevations of Targets are measured using electronic total station devices. 
Formula for evaluating Point Position Error: 

Deviation = �(𝑋𝑋𝑋𝑋2 − 𝑋𝑋𝑋𝑋1)2 + (𝑌𝑌𝑌𝑌2 − 𝑌𝑌𝑌𝑌1)2 + (𝑍𝑍𝑍𝑍2 − 𝑍𝑍𝑍𝑍1)2                                     (1) 
 
The final product from the BIM-GIS integration can be observed in Figure 8. With this WebGIS based 

model, the data can be shared, together with the huge amount of data to other stakeholders. Noted that the integrated 
model provides all information of all types of available measurable data related to the port. Furthermore, the 3D 
visualization makes the representation of the port more intuitive.  

 

 
 

Figure 8. Integrated model visualization on ArcGIS online 
 

4. CONCLUSIONS  
This research provides a valuable case study for the application of innovative technology in infrastructure 

management. Through the integration of Building Information Modeling (BIM) with a WebGIS platform, we have 
constructed a comprehensive 3D representation of a port infrastructure system. This integration not only enriches 
the visual understanding of the data but also improves its practical applicability for engineering design and 
geographical information. The fusion of BIM and WebGIS technologies demonstrates the potency of combined 
systems in streamlining complex procedures and enhancing the user experience. This combination serves as a 
significant step in the digital transformation era, highlighting the progressiveness of innovation. As the result of 
data integrating, the format of output data as *. slpk is recommended to enhance the process speed in WebGIS 
environment. Future research should focus on improving the user interface, including additional data types, 
assessing performance, and addressing potential security and privacy concerns. 
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Abstract: How would a restaurant guest choose her favorite seat to dine in? How would prey animals place and 
orient themselves when feeding on grassland where predators might be around? Is it possible that the answers to 
the two questions might have similar traces of reasoning? Our perception of space is inherited from our ancestors, 
who were capable of sensing danger and opportunities for food and mates in the environment. An information 
scape is a representation of the flow of information that is accessible to a specific location in the environment. The 
hypothesis is that the tendency to locate oneself at an advantageous information scape is a part of human nature. 
The spatial experience of a person in a specific space can be diverse in terms of the availability of information 
within the environment. The information can be acquired through various senses such as odor, vision, taste, 
audition, and contact. Vision is the distinct sensory source of a human’s perception of acquiring information in the 
built environment. Isovist analysis is a useful measurement of the visible field from a specified location in 
architectural and urban contexts. Isovist is adopted and extended in this study with Monte Carlo simulation to 
analyze information scape in an urban space. Shilin night market in Taipei, one of the well-known business and 
tourist attraction areas, exemplifies as the research area for information scape analysis. A measurement based on 
information scape analysis is used to quantify the accessibility and availability of information regarding the visible 
boundary from different spatial metrics of the Shilin environs. Overall, this paper displays that information scape 
analysis has the potential for studying the complex interaction between spatial configuration and human behavior 
in the aspect of information availability. 
 
Keywords:  Information scape, Information availability, Isovist analysis, Visibility, Spatial experience. 
 
1. INTRODUCTION 

Our perception of space is genetically inherited from our ancestors, who were capable of sensing danger 
and opportunities for food and other benefits from the environment. It can be imagined that preferring a corner 
table against a wall or a post where a panoramic view of the surrounding can be enjoyed in a restaurant, or crowds 
of visitors sitting in certain spots and appreciating the landmark of the specific location are some of the scenarios 
of people sensing information and making beneficial or directional decisions from the given environment. In other 
words, human nature involves a desire to position oneself in a favorable informative periphery to take advantage 
of own sake. Information scape in a built environment can be conceptualized as the network of spatial information 
perceived and processed that influences the human being to navigate, wayfinding, percept, and adapt it to take 
benefit of their own in terms of their various natural senses. It is vital to learn about information landscapes to 
design appropriate spaces and neighborhoods that promote human activity and well-being. Yet, since the intricate 
connection between spatial information and arrangement, conceptualizing the framework for assessing 
information scape is generally a challenging matter. 

The medium of spatial information can be acquired depending on the type of information being conveyed 
and the situation in which it is presented. Billboards, directional signages, advertisements, digital displays, and 
sometimes, even human being themselves are some of the forms of information sources in public areas. Shreds of 
evidence and information can be attained by different kinds of natural sensors belonging to human beings: odor, 
vision, taste, audition, and contact. Among other sensory abilities, vision is the distinct sensory source of a human’s 
perception for collecting information and activating consequent behaviors.   

To address this challenge, isovist has emerged as a viable approach for studying visible and spatial 
experience in both architectural and urban environments. Isovist and isovist fields have been prevalent in assessing 
various social, visual, cognitive, and behavioral patterns of architectural and urban neighborhoods. Benedikt 
(Benedikt, 1979) argued the idea of isovist which involves either isovist or a series of isovists, isovist field, and a 
number of their measurables can be derived to statistically quantify the visual quality of a space. The isovist field 
is more beneficial for understanding the building as a whole than the individual isovist, which is valuable for 
understanding specific places in a structure or the experience of a particular type of user (Dawes & Ostwald, 2021). 
Despite a collection of research on social and spatio-visual properties of the environment using isovist, it is found 
that the relationship between information availability and isovist has not been fully explored. 

In this paper, isovist is proposed and extended with Monte Carlo simulation to analyze information scape 
in the environment. It aims to investigate how the physical setting can influence the availability and accessibility 
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To address this challenge, isovist has emerged as a viable approach for studying visible and spatial 
experience in both architectural and urban environments. Isovist and isovist fields have been prevalent in assessing 
various social, visual, cognitive, and behavioral patterns of architectural and urban neighborhoods. Benedikt 
(Benedikt, 1979) argued the idea of isovist which involves either isovist or a series of isovists, isovist field, and a 
number of their measurables can be derived to statistically quantify the visual quality of a space. The isovist field 
is more beneficial for understanding the building as a whole than the individual isovist, which is valuable for 
understanding specific places in a structure or the experience of a particular type of user (Dawes & Ostwald, 2021). 
Despite a collection of research on social and spatio-visual properties of the environment using isovist, it is found 
that the relationship between information availability and isovist has not been fully explored. 

In this paper, isovist is proposed and extended with Monte Carlo simulation to analyze information scape 
in the environment. It aims to investigate how the physical setting can influence the availability and accessibility 

of information and, in turn, how individuals traverse and engage with the environment regarding the limited 
available source. The approached framework is demonstrated through a case study of Shilin night market, a well-
known business district in Taipei. Overall, this research contributes that information scape analysis has the 
potential for architects and urban designers to comprehend the complex interaction between spatial configuration 
and human behavior in the aspect of information availability. 
 
2. ISOVIST AND INFORMATION SCAPE IN THE BUILT ENVIRONMENT 

The term “built environment” simply refers to all buildings and amenities created by man to support their 
activities (Portella, 2014, p. 454). The concept of the built environment becomes intricate when it comes to 
analyzing its quality regarding a web of social, behavioral, visual, ecological, cultural, and economic relationships 
leading to the built environment as a complex system. The framework measuring the quality of a particular space 
or area in a built environment has been made using different research methodologies in the past decades. Geoff 
Boeing (Boeing, 2018) identified the framework of indicators measuring the complexity of spaces in urban 
environments regarding the temporal, visual, spatial, scaling, and connectivity of the spaces, enabling the designer 
to analyze and access diverse aspects of the built environment. This matrix can assist designers to study the current 
complex design problem in both top-down and longitudinal directions and help to assist predicted anticipated or 
unanticipated deviations in the built environment. Among them, visual complexity is the issue that closely impacts 
visual perception and information availability in the architectural and urban fabric.  

Visual complexity refers to the degree of arrangement among physical components of the environment 
such as the characteristics of buildings, walkways, directional and business signs, etc. It is closely tied to 
information scape and isovist among mentioned indicators since information availability in the environment can 
have an impact on visual complexity. In other words, a space with less information tends to be visually simple, 
whereas a space with dense information is likely to be visually complex. Urban activist Jane Jacobs argued that 
visual diversity impacts the behavioral pattern of people walking in urban neighborhoods (Jacobs, 1961). She 
extended that people tend to walk along streets which flourished of information, for instead, restaurants, cafes, 
stores, and shops that have a high level of visual complexity facades leading the street safe and preventing crime 
attempts. One of the innovative ideas to assess the quality of visual complexity by quantifying the information 
available in the environment since it is linked with the level of information richness in the information.   

In the built environment, the phrase “information scape” can be conceptualized as the networks of spatial 
information perceived and processed through physical components within the physical space. Information scapes 
are intended to assist individuals in navigating and comprehending complex surroundings such as buildings, urban 
areas, and transit hubs. As our physical environments become more intricate and people rely on technology to 
navigate their surroundings, information scapes are becoming increasingly crucial in the modern world. A well-
designed information scape may significantly alter how people view and interact with a space, thereby increasing 
their overall contentment and well-being. In this case, considering how we can assess the quality of information 
scape, and its accessibility and availability in our built environment become a prominent matter in the perspective 
of architecture and urban design. Visual analysis methodology i.e., isovist, is closely associated with weighing the 
distance of information availability from a particular point in each location. 

Isovist has been utilized as a research methodology to assess visual perception and behavior patterns in 
different disciplines from Landscape, architecture, and built environment to Psychology for many years. Several 
academics from a range of different academic subjects have long been interested in the roots of the isovist to 
describe what is observable from a single, specific position in space. Tandy, for instance, appears to have been the 
first person in landscape studies and geography to utilize and develop the word, isovist (Tandy, 1967). Nonetheless, 
this may be considered a continuation of a long-standing practice among geographers to consider a location's 
viewshed and/or the idea of a vista. The idea of isovists is also arguably most directly related to Gibson's research 
on the ambient optic array in psychology. The ambient optic array was thought to represent the "scene" that appears 
when light rays enter the eye and so provide information about the visible environment to a situated observer 
(Gibson, 1979). Benedikt developed the well-defined idea of isovist which is now widely accepted and theorized 
its statistically measurable methods. Benedikt presents that an isovist is the set of all points visible from a given 
vantage point in space and concerning an environment (Benedikt, 1979). 

In architecture, isovist is portrayed as a polygon that provides a simple graphic interpretation of spatial 
geometry for a certain point. Moreover, it has many geometric measurable qualities such as isovist area, perimeter, 
radial lengths, edges, and other statistical measurements such as variance, skewness, compactness, occlusivity, 
and circularity, etc. Such metrics are not just attributes of the polygon, but they also capture many elements of the 
environment from which is created. This isovist measurement can be used to model or anticipate a person's 
comprehension of, and potential reaction to, the environment (Dawes & Ostwald, 2021). To interpret the behavior 
of research issues, Academics usually apply different theoretical models such as “prospect and refuge theory” to 
interpret the mathematical measures of isovist in their research (Dosen & Ostwald, 2013; Ostwald & Dawes, 2018, 
p. 249; Xiang et al., 2021). Isovists are also frequently associated with the "space syntax" set of theories and 
approaches for studying architectural and urban settings, which are frequently linked to the evaluation of various 
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social and cognitive qualities of architectural plans (Dawes & Ostwald, 2021). 
 

 
Figure 1. (a) Isovist construction with vertex lines & (b) Different types of isovist boundary conditions 

(Ostwald & Dawes, 2018, pp. 104, 106) 
 
A limit or spread of isovist can be determined by a variety of edge constraints. Several academics defined 

the different ideas of visible boundaries to limit the isovist dispersion, which impacts on length of a radial line. 
The most basic edge condition is a fixed surface, but other useful limits include a fixed distance from the 
observation point (visible boundary) global perimeters enclosing the environment (global boundary), and dynamic 
or transient edges, which can be seen in Figure 1(b). For instance, Gibson claimed there are two kinds of space: 
'local,' where the horizon is obscured by other surfaces, and 'aerial,' which is constrained by the earth's surface, 
horizon, and sky. According to Thiel, local space extends to about 60 meters, while aerial space or boundary is 
beyond around 140 meters. The transition area refers to the area between these boundaries according to Camillo 
Sitte (1945), Kevin Lynch, and Gary Hack (1984). According to Benedikt (1979), an isovist's range is limited to 
the edge of the environment, which is determined by an artificial and seemingly arbitrary global border. An 
alternate option is to set a standard maximum viewable distance, or visibility boundary, for each observation point 
(Ostwald & Dawes, 2018, p. 103). 

In modern days of the advanced computational era, isovist can be constructed by a series of lines in 360 
degrees extending from the given position to the environment. These lines which are known as radial lines or 
radials, spread out from the observation point with equal angular dissemination forming the isovist polygon by 
connecting the opposite edges of the lines. These lines are crucial for accessing the quality of information 
availability since they are associated with the surface border of the wall in which available information may be 
conceived to be placed (Ostwald & Dawes, 2018, p. 106). In this paper, isovist radial length, a measurable indicator, 
is adopted to determine the information accessibility matrix in the Shilin area.   
 
3. FRAMEWORK OF INFORMATION SCAPE IN THE BUILT ENVIRONMENT 

This section presents scenarios of information scape in the built environment, framework, and process of 
information scape analysis to assess information accessibility and availability in the Shilin night market.  
3.1  Information Scape in the Built Environment 

Information scape can be defined as the networks of spatial information perceived and processed through 
physical components within the physical space. Information source and receiver play the important roles in this 
situation. Information sources can be found in any types of mediums which can generate, establish, and portray 
any form of information in the environments. In the context of information scape, the situation of information 
accessibility and availability can have remarkably vital in acquiring information to perform essential daily routine. 
The situation of information scape in the environment can vary in accordance with its spatial context, surroundings, 
and information density distribution, and human’s necessity and mode of existence. The information density 
distribution of information scape is likely to be varied and complex in the built environment. For instance, available 
information quantity may be relatively lower in suburban area than in downtown area. Furthermore, the density of 
information may be higher in nearby landmark area compared to the edges of the landmark boundary. Another 
example of information density is that the information availability in the office may be richer and more diverse 
than in office parking area in the architectural scale. 

Subsequently, different people necessitate different information preferences or priorities regarding their 
mode of activities in different scenarios to fulfill their needs and desires. Based on state of actions and information 
acquisition behaviors, a person can be an information receiver who attain the information from his or her 
surrounding information scape. Conversely, he or she can be an information source who disseminate information 
to the neighborhoods. Choosing a favorable table in a restaurant, giving a speech in lecture hall, preferring working 

(a) (b) 
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social and cognitive qualities of architectural plans (Dawes & Ostwald, 2021). 
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next to the panoramic view window, staying at home during COVID outbreaks are some of the examples how 
people behave for his or her own sake of taking information advantage in the environment. 

The information proximity between information source and given location also has impact the amount of 
prevalent information we received and the level of urgency to be counter-reacted for us depending on the acquired 
information. In other words, information which appear near us is more concerned on our existence than information 
that is distant from us, especially if it potentially affects the need of our instant interactions. For example, if a 
traffic accident occurs on a nearby road, this information may be more instantly relevant and significant than news 
about a political event taking place on the other side of the continent. 

The information landscape has a profound influence on our everyday lives, impacting our capacity to 
collect and act on information. Despite its importance, the information scape remains a largely unexplored field of 
research. The complexity and diversity of the built environment, along with individual variances in information 
preferences, make it a difficult area. Furthermore, the closeness of information has a tremendous influence on our 
perception and response to it. Further study is needed to better understand the ramifications of the information 
scape and to build environments that encourage optimal information accessibility and availability. 
3.2  Isovist Measures on the Perspective of Information Scape 

Assessing the quality of information scape based on its information accessibility and availability become 
a significant matter for designers to comprehend the spatial quality of the built environment. Information scape 
can be appraised by a variety of approaches. Owing to the ability of acquiring the relationship of perceptual 
experience and characteristic of a space with its measures, and human behavior and cognition, isovist can be used 
as an information scape analysis tool to access the quality of the given environment. There are different 
measurables of isovist can conceptually interpret the quality of information scape regarding its area, perimeter, 
radial length, relationship between skewness and mode of human activities in the environment, etc. 

It can be hypothetically assumed that the information density is randomly distributed in the space as the 
information weight of each part of the whole area can significantly vary even in the similar built environment. One 
of the perspectives of countability on information scape is the amount of information density in each location 
accessed by using isovist area per information source ratio. Then, we can extend it with the distance measure 
between observation point and information source because the distance of information we obtained within each 
isovist area reflects the degree of urgency or reaction of human perception on that information. 

The more information near to us, the more concern on the decision we have to make regarding to those 
information behaviors, raising the issue of significance and proximity of information. In order to weight the 
information significance and proximity, specifically, in each location, the degree of information priorities in the 
isovist can be ranked by the distance indicator between information source and observation points, extended with 
the coefficient of information intensity, for labeling the significance of information.  

In the context of information scape, the amount of information density can be significantly impacted on 
the direction of viewer where he or she is facing. A wealth of information may have accessed in the direction of 
the sight line whereas certain degree of information must be compromised in the out of sight. As a result, there is 
an information tradeoff phenomenon eventualize as a result of the condition between information acquisition by 
looking a specific direction and information lost on the blind side. This tradeoff points out the importance of 
considering information dispersion in the physical environment. Because of the directional benefits of isovist 
measure, the information tradeoff may evaluate by using Half isovist (180 degree) or third isovist (120 degree) 
instead of full isovist.  

Skewness, one of the statistics measures of isovist, may also be analyzed the spatial reasoning of 
information dispersion relationship between chosen location and the information he or she may receive from it. 
Skewness, variance of the radial length distance of isovist, is the third moment of about the mean of the radial, M3 
(Ostwald & Dawes, 2018, p. 115). Stamps (Stamps, 2005) shows that high skewness implies that the observation 
point is close to an isovist's edge or corner, and low skewness suggests that the observation site is more central to 
the isovist. Since the tendency to select the different locations in each area, for instance, sitting next to the wall or 
corner, hiding in a narrow space, and performing arts at the center of the plaza, can be associated with the likeliness 
of prevalent information availability in the physical environment, it has the potential to access the human 
behavioral pattern of location selection in the perspective of information scape. 

Overall, isovist measurables has the potential to analysis the information scape and this aspect of research 
have not well explored in the built environment discipline. Designers and planners should recognize the importance 
of information scape and how people interact with information dissemination in different contexts by analyzing 
the spatial distribution and accessibility of information in the built environment using isovist indicators. Ultimately, 
comprehending and analyzing information scape can lead to better design decisions that increase the spatial quality 
of the built environment. 
3.3  Measuring Information accessibility by Isovist Radial Length 

Shilin night market area, one of Taipei's business and cultural districts popular with both tourists and 
locals, is designated as a study area. The research is emphasized on the area where the old night market emerged 
and thrived near Cixian Temple along the Danan road and the intersection of Danan and Dadong road. It can be 
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highlighted in Figure 2.  
 

 
Figure 2. Shilin night market area and its neighborhood (OpenStreetMap, n.d.) 

 

 
Figure 3. Flowchart of research framework 

 
Rhino 3D computer-aid design software and grasshopper which is visual programming tool embedded in 

it, are primarily utilized in this research for establishing the base map, initiating isovists and calculating the isovist 
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significantly larger density found along both sides of the street, which are filled with shophouses that serve as 
primary information sources for visitors. Second, the map of arbitrary isovist locations is generated using Monte 
Carlo simulation with the help of grasshopper script. Then, it continues to establish isovist fields on the randomly 
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with the gradient map or heatmap. 
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employing an OpenStreetMap (OSM) file is a possible option. OpenStreetMap is a free and open-source globe 
map, created by a global community of mappers who contribute and maintain data about roads, building footprints 
and other geospatial data. OSM data can be obtained in a variety of forms, including shapefiles and GeoJSON, 
and used to generate a base map for research purposes. Researchers can get a detailed and up-to-date map that can 
be altered to meet their specific needs by utilizing OSM. In this situation, the OSM file of research area is extracted 
from OpenStreetMap for attaining the base map meta data. OSM files are usually large datasets that contains detail 
information about numerous geospatial elements. In a result, specific tools are required to efficiently visualize the 
meta data. In this appeal, the OSM file is parsed into grasshopper geometry and parameters through the Caribou, 
grasshopper plug-in in Rhino 3D software. 

Due to the fact that the concept of information scape is ambiguous, isovists are established in the research 
boundary by generating random observation spots using Monte Carlo simulation. Randomizing observation points 
can help to avoid potential bias in their sample, as each location has equal chance of being chosen. This can help 
to guarantee that the data gathered is a true depiction of the information landscape in the study area. Furthermore, 
random sampling can help to improve the reliability and validity of the results by reducing the possibility of 
selecting points that are outliers or unrepresentative of the entire population. In this case, randomly generated 200 
sample isovist locations are set up by applying Monte Carlo method of sample randomization in the research area 
(3007.54 sq-m), which can be seen in Figure 4. 

 

 

 
Once the isovist location is established, radial nodes are polar arrayed in 360 degrees with 5-degree 

interval creating 72 radial lines from the central location point in each isovist. In isovist, radial length can be 
hypothesized to the distance of information availability from the given point to the information source. The 
maximum radial distance or visible boundary is limited to 60 meters. Then, each radial length of isovist and mean 
radial length of each isovist are evaluated. 

The proximity between an observer and a source point can have a considerable impact on the amount of 
information gathered. Portraying this scenario, the relationship between distance of two points and information 
accessibility can be modeled using exponential decay weighted function. Then, we assume that the coefficient of 
exponential value can be either less than one or negative number as information accessibility is inversely 
proportional to the radial length distance between observer and source nodes. It should be noted that the coefficient 
of exponential value can vary in an accordance with different location contexts, information behavior, cultural 
aspects and enclosed or exposed environment. In this circumstance, in order to enhance the weightage of the 
information scape, the coefficient of exponential value (0.5) is assumed to be applied to the value of mean radial 
length. Finally, the accessibility of information scape is investigated according to the distance-weighted 
information scape factor of isovist and illustrated with gradient map or heat map. 

 
4. DISCUSSION 

This section presents the result of an information scape analysis of the Shilin market area. The 
establishment of the research environment, isovist construction and simulation are carried out with the help of 
grasshopper, visual programming tool in the Rhino 3D software environment. The Figure 5 shows the gradient 
matrix of intensity distribution of information scape of the Shilin night market area. 

Figure 4. Isovist random sampling in research boundary 
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There are two aspects of information scape availability can be discussed: information significance and 

proximity, in this study. First, the more information we have in proximity, the more concerned we are with the 
decision we must make on those information behaviors regarding the aspect of significance of information. 
Subsequently, observation locations, information proximity concern, that are closer to the source points will more 
likely provide a more accurate and richer of the information landscape than those farther away. Since the quality 
of the information accessibility is inversely proportional to the distance of radial length and information scape 
indicator, the chances of information scape quality are likely to be higher and significant when the radial distances 
and indicator factors decrease. 

According to the quantitative indicator of information available from the simulation result and gradient 
information scape intensity map of the Shilin research area (Figure 5), the average information availability is 2.67, 
contributing to the 26 percentage of the area. The area where the poor quality of information accessibility has a 
maximum value of 4.04 which represent 17 percent of the area. This result can be experienced firstly, in the area 
where the width of the road is relatively wider and, secondly, the area near the street junction surrounding and, 
thirdly, built density is comparably lower than its neighborhood area. A person standing these spaces may unlikely 
get the chance of enriched and significant information as he or she is distant from the information sources and has 
less access to relevant information in proximity. It may lead them making poor informed decision. 

On the one hand, one may likely to find a rich amount of information where the area of which the intensity 
of information scape has relatively lower, ranging from 1 to 2, representing 20 percent of the whole area. This 
condition can be observed in the area with narrower roads as well as the edges of building footprints along the 
road. The closer and significant information may help the individuals access and process the necessary information, 
resulting in improving decision making process. 

The idea of an information scape is used in this study to examine the availability of information in the 
physical environment. The result showed that the availability of information can affect people's capacity to make 
decisions. The study also demonstrated how the quality of information accessibility may be influenced by factors 
such as road width, building density, and observer position. The study suggests that in order to improve information 
accessibility, which can improve decision-making, the built environment should take into account the distribution 
of information availability and proximity. 

 
5. CONCLUSION 

In this paper, we conceptualize the framework of information scape analysis and present the potential of 
isovist measures to quantify the quality of isovist by information proximity, density, location, and direction of the 
observer aspects in the physical surrounding. It extends with randomly populated 200 isovists to assess the average 
tendency of information accessibility and availability in the built environment. Then, the information available is 
evaluated with mean isovist radial length, one of the isovist measurables, extended with the coefficient of 
information exponential decay to identify the level of information importance or urgency for the human behavioral 

Figure 5. Information scape scale of Shilin night market area 
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patterns being reshaped. The study aims to understand the information scape between human behavior and the 
spatial situation in the built environment and provide a framework of measurable aspects for information 
accessibility for the architects and urban designers to optimize the arrangement of information sources in the 
environment for ease of navigation and accessibility leading to the human-centric environment. This study has 
some limitations. As this paper explore the information scape in the light of information accessibility and 
significance, it should be noted that the human behavioral pattern and state of mode is neglected. The physical 
conditions of the environment may have other aspects to be considered such as the type, height, entropy of 
information sources, weather situations, and crowd density. Moreover, the calibration of coefficient of information 
decay based on the contextual environment can be another interesting topic to be explored. Overall, this research 
displays that information scape analysis has the potential for studying the complex interaction between spatial 
configuration and human behavioral patterns for user experience, enhancing accessibility, and encouraging 
communication and engagement in the aspect of information availability. 
 
REFERENCES 
 
Benedikt, M. L. (1979). To Take Hold of Space: Isovists and Isovist Fields. Environment and Planning B: 

Planning and Design, 6(1), 47–65. https://doi.org/10.1068/b060047 
Boeing, G. (2018). Measuring the complexity of urban form and design. URBAN DESIGN International, 23(4), 

281–292. https://doi.org/10.1057/s41289-018-0072-1 
Dawes, M. J., & Ostwald, M. J. (2021). Isovists: Spatio-visual Mathematics in Architecture. In B. Sriraman (Ed.), 

Handbook of the Mathematics of the Arts and Sciences (pp. 1419–1431). Springer International Publishing. 
https://doi.org/10.1007/978-3-319-57072-3_5 

Dosen, A., & Ostwald, M. (2013). Prospect and refuge theory: Constructing a critical definition for architecture 
and design. International Journal of Design in Society, 6, 9–23. https://doi.org/10.18848/2325-
1328/CGP/v06i01/38559 

Gibson, J. J. (1979). The ecological approach to visual perception. Boston: Houghton Mifflin Company. 
Jacobs, J. (1961). The death and life of great American cities (Vintage Books ed). Vintage Books. 
OpenStreetMap. (n.d.). OpenStreetMap website: https://www.openstreetmap.org/ 
Ostwald, M. J., & Dawes, M. J. (2018). The Mathematics of the Modernist Villa (Vol. 3). Springer International 

Publishing. https://doi.org/10.1007/978-3-319-71647-3 
Portella, A. A. (2014). Built Environment. In A. C. Michalos (Ed.), Encyclopedia of Quality of Life and Well-

Being Research (pp. 454–461). Springer Netherlands. https://doi.org/10.1007/978-94-007-0753-5_240 
Stamps, A. E. (2005). Isovists, Enclosure, and Permeability Theory. Environment and Planning B: Planning and 

Design, 32(5), 735–762. https://doi.org/10.1068/b31138 
Tandy, C. R. V. (1967). The isovist method of landscape survey. Methods of Landscape Analysis, 10, 9–10. 
Xiang, L., Papastefanou, G., & Ng, E. (2021). Isovist indicators as a means to relieve pedestrian psycho-

physiological stress in Hong Kong. Environment and Planning B: Urban Analytics and City Science, 
48(4), 964–978. https://doi.org/10.1177/2399808320916768 

 



494

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

ACCUMULATION AND CLASSIFICATION OF SMART LIVING FRAMEWORK 
FROM ACADEMIC STUDIES AND REAL SECTOR 

 
Suchanad Phuprasoet1, Terdsak Tachakitkachorn2, and Kaweekrai Srihiran3 

 
1) M. Arch, Department of Architecture, Faculty of Architecture, Chulalongkorn University, Bangkok, Thailand. Email: 
ping_phuprasert@hotmail.com 
2) Ph.D., Asst. Prof., Architecture for Creative Community Research Unit, Department of Architecture, Faculty of Architecture, 
Chulalongkorn University, Bangkok, Thailand. Email: Terdsak.t@chula.ac.th 
3) Assoc. Prof., Regional, Urban, and Built Environmental Analytics: RUBEA, Department of Architecture, Faculty of 
Architecture, Chulalongkorn University, Bangkok, Thailand. Email: Kaweekrai.s@chula.ac.th 
 
Abstract: Information & Communication Technologies (ICTs) and Internet of Things (IoTs) are fundamental 
technologies of Industry 4.0. The technologies can be globally used to manage several fields. Due to 56% of the 
world's population living in cities nowadays, the management of Smart city projects over the World is increasingly 
getting attention. Integrating ICTs and IoTs with the electricity grid in a smart city creates alternative solutions for 
energy management and helps to increase the amount of energy saving in cities. This way of integration not only 
helps to handle urbanization and climate changes but also improves the citizens’ all aspects of quality of life, which 
is called ‘Smart living’. Smart living in an aspect of housing quality, also began to integrate IoTs into Smart 
buildings or Smart homes to enhance the quality of life. A Smart living idea is widely known but still lacks 
comprehensive and up-to-date data accumulation and classification to create a Smart living framework in an aspect 
of housing quality, used as the tool for considering several dimensions of Smart living projects from the real sector. 
This research aims to accumulate and classify the Smart living framework, which is comprehensive and applicable 
nowadays. A research methodology based on guidelines for performing systematic literature reviews. The 
researcher screened up to 30 academic studies about Smart buildings or Smart homes in a literature review. 
Academic studies that have proposed the kind of guidelines, main criteria, indicators, or conceptual models of 
Smart homes, Smart buildings, or Smart living, and have been published within five years were selected. 
Subsequently, data exploration, accumulation, and classification of similar keywords relating to Smart living have 
been done respectively. Later, the researcher refines the details and synthesizes the Smart living framework used 
to consider Smart living projects from the real sector. The result showed that the Smart living framework could be 
classified into 2 classes; Management and Enhancement. This Smart living framework includes 9 criteria and 32 
indicators, and findings of gaps in Smart living studies were found. In this paper, academic studies have conceptual 
Smart living frameworks as guidelines, which are more comprehensive than the real sector. In other words, the 
real sector will not be able to completely follow academic studies until the levels of technological advancement 
can support them.  
 
Keywords:  Framework, Smart living, Academic sector, Real sector 
 
1. INTRODUCTION 

It is now the fourth industrial revolution (4IR), also called ‘Industry 4.0’ (Ajayi et al., 2022).  4IR is not 
only about industries but also overall transformation using both Digital integration and Intelligent engineering 
(Muhuri et al., 2019). Moreover, the ICTs, IoTs, and sensor networks are fundamental technologies of 4IR (Ajayi 
et al., 2022). Along with the fact that over 56 percent of the world's population (4.4 billion) currently lives in cities 
(Ivers & Fleury, 2022), hence countries around the world face the challenges of urbanization and climate change. 
As a result, ICTs, technology that supports activities involving information, and IoTs, the connection of all devices 
to the internet and each other, have been introduced to better manage and control the activities in cities (ARC 
Advisory Group, 2022; Gokhe, 2018; Plummer, 2021).  

 

 
 

Figure 1. Big data line diagram connected to the Internet of Things within a Smart city. 
 
 



495

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

ACCUMULATION AND CLASSIFICATION OF SMART LIVING FRAMEWORK 
FROM ACADEMIC STUDIES AND REAL SECTOR 

 
Suchanad Phuprasoet1, Terdsak Tachakitkachorn2, and Kaweekrai Srihiran3 

 
1) M. Arch, Department of Architecture, Faculty of Architecture, Chulalongkorn University, Bangkok, Thailand. Email: 
ping_phuprasert@hotmail.com 
2) Ph.D., Asst. Prof., Architecture for Creative Community Research Unit, Department of Architecture, Faculty of Architecture, 
Chulalongkorn University, Bangkok, Thailand. Email: Terdsak.t@chula.ac.th 
3) Assoc. Prof., Regional, Urban, and Built Environmental Analytics: RUBEA, Department of Architecture, Faculty of 
Architecture, Chulalongkorn University, Bangkok, Thailand. Email: Kaweekrai.s@chula.ac.th 
 
Abstract: Information & Communication Technologies (ICTs) and Internet of Things (IoTs) are fundamental 
technologies of Industry 4.0. The technologies can be globally used to manage several fields. Due to 56% of the 
world's population living in cities nowadays, the management of Smart city projects over the World is increasingly 
getting attention. Integrating ICTs and IoTs with the electricity grid in a smart city creates alternative solutions for 
energy management and helps to increase the amount of energy saving in cities. This way of integration not only 
helps to handle urbanization and climate changes but also improves the citizens’ all aspects of quality of life, which 
is called ‘Smart living’. Smart living in an aspect of housing quality, also began to integrate IoTs into Smart 
buildings or Smart homes to enhance the quality of life. A Smart living idea is widely known but still lacks 
comprehensive and up-to-date data accumulation and classification to create a Smart living framework in an aspect 
of housing quality, used as the tool for considering several dimensions of Smart living projects from the real sector. 
This research aims to accumulate and classify the Smart living framework, which is comprehensive and applicable 
nowadays. A research methodology based on guidelines for performing systematic literature reviews. The 
researcher screened up to 30 academic studies about Smart buildings or Smart homes in a literature review. 
Academic studies that have proposed the kind of guidelines, main criteria, indicators, or conceptual models of 
Smart homes, Smart buildings, or Smart living, and have been published within five years were selected. 
Subsequently, data exploration, accumulation, and classification of similar keywords relating to Smart living have 
been done respectively. Later, the researcher refines the details and synthesizes the Smart living framework used 
to consider Smart living projects from the real sector. The result showed that the Smart living framework could be 
classified into 2 classes; Management and Enhancement. This Smart living framework includes 9 criteria and 32 
indicators, and findings of gaps in Smart living studies were found. In this paper, academic studies have conceptual 
Smart living frameworks as guidelines, which are more comprehensive than the real sector. In other words, the 
real sector will not be able to completely follow academic studies until the levels of technological advancement 
can support them.  
 
Keywords:  Framework, Smart living, Academic sector, Real sector 
 
1. INTRODUCTION 

It is now the fourth industrial revolution (4IR), also called ‘Industry 4.0’ (Ajayi et al., 2022).  4IR is not 
only about industries but also overall transformation using both Digital integration and Intelligent engineering 
(Muhuri et al., 2019). Moreover, the ICTs, IoTs, and sensor networks are fundamental technologies of 4IR (Ajayi 
et al., 2022). Along with the fact that over 56 percent of the world's population (4.4 billion) currently lives in cities 
(Ivers & Fleury, 2022), hence countries around the world face the challenges of urbanization and climate change. 
As a result, ICTs, technology that supports activities involving information, and IoTs, the connection of all devices 
to the internet and each other, have been introduced to better manage and control the activities in cities (ARC 
Advisory Group, 2022; Gokhe, 2018; Plummer, 2021).  
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In addition, the Smart city Ranking among European Mid-Sized Cities, a report that compiles data              
on Smart cities from the early stages of the Smart city movement, presents a prototype of Smart city structure        
as follows. Smart cities consist of six characteristics: Smart economy, Smart people, Smart governance,              
Smart mobility, Smart environment, and Smart living. Smart living in this case refers to the concept of enhancing 
people's quality of life in various aspects of quality of life. The housing quality also included as one aspect                  
of Smart living (Giffinger et al., 2007). Simultaneously, Integrating ICTs and IoT technologies from the planning 
and design stages of architecture is the beginning process to create the Smart building and Smart home. The concept 
of a Smart building is a set of communication technologies enabling different objects, sensors, and functions within 
a building to communicate and interact with each other and also to be managed, controlled, and automated in a 
remote way (Bonneau et al., 2017). In the same way, the concept of a Smart home is a house that has the ability to 
associate and communicate amongst itself whereas the user can remote from near or far through the internet and 
Smartphone (ch.aunchalee, 2021). Obviously, both are concepts that enhance the housing quality in all aspects 
such as energy management for energy saving, security systems management, or the convenience of living in Smart 
homes, etc., which also brings Smart living to become reality.  

However, by doing the literature reviews in the area of Smart building and Smart home researches existing 
nowadays, researchers found that the research on Smart living has not been much studied. Besides that,                       
most studies are conducted in the form of  IT-based research such as proposing a network system, creating software, 
or creating applications more than non-IT-based research such as social, environmental, physical space,                        
and other aspects. Additionally, the information on Smart living study is also kind of a wide dataset, distributed,                   
and interpolated under the field of Smart building and Smart home. The data have not yet been collected                     
and classified in a systematic way, easy to understand, and truly up-to-date. Therefore, the researcher carried out 
this research to bridge the gap in order to answer the research questions as follows: 1) What is a tool                              
that is used to give design guidelines for various Smart projects (e.g. Smart home or Smart building) to support                                 
the Smart living readiness in an aspect of housing quality? 2) What is the overall scope of the Smart living concept 
until the present? under conditions that integrate both IT and other non-IT aspects, which collect data                        
from both academic studies and Smart living projects from the real sector. 3) Does the current Smart living projects                    
from the real sector consistent with academic study’s Smart living concept? If not, what are the differences?                                 
Lastly, 4) Are there basic elements, important to future Smart living studies? If so, what does it consist of? 

 

 
 

Figure 2. shows dynamic 'Smart cube', the automatic color-transabled 3D representation of room temperature, 
generated by using BIM-Based Indoor Environmental Monitoring System 

 
2. METHOD 
2.1 Overview 

This research’s methodology based on guidelines for performing systematic literature reviews 
(Kitchenham & Charters, 2007). Due to a systematic literature review, researchers identify, evaluate and interpret 
all available research relevant to the research questions mentioned above. The guidelines for performing systematic 
literature reviews summarized that there are three main phases including planning the review, conducting the 
review, and reporting the review (Kitchenham & Charters, 2007). Thus, the researcher will explain and detail the 
stages associated with planning and conducting the review below, where the conducting stage consists of the 
implementation of the planning stage. It has been articulated in terms of three activities: (a) Definition of the need 
for a review, (b) Definition of the research question, and (c) Definition of the review protocol. 

(a) The need for a review 
The need for the study is motivated by the lack of Smart living studies in terms of non-IT-based 
research, the information on Smart living studies is too broad data set under the field of Smart 
buildings and Smart homes studies, and the mentioned data have not yet been studied and summarized 
in a systematic way, easy to understand, and truly up-to-date. 

(b) The research questions 
- What is a tool that is used to give design guidelines for any Smart projects to support Smart living 

readiness in an aspect of housing quality? 
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- What is the overall scope of the Smart living concept until the present? under conditions that 
integrate both IT and other non-IT aspects, which collect data from both academic studies and 
Smart living projects from the real sector. 

- Does the current Smart living projects from the real sector consistent with academic criteria? If 
not, what are the differences?  

- Are there basic elements, important to future Smart living studies? If so, what does it consist of? 
(c) The review protocol  

For the searching process, the researcher implemented a manual search of articles in the Scopus 
repository. Scopus was created by Elsevier in 2004. It is the largest curated scientific database where 
major publishers are indexed in Scopus. That is the reason for querying on Scopus. 

In terms of the inclusion criteria, the search string which the Scopus engine is case-insensitive, 
included “Smart homes evaluation” OR “Smart building evaluation” OR” Smart homes criteria” OR 
“Smart building criteria” 

For data collection, the researcher downloaded a PDF file to archive the title, authors’ name, 
keywords, abstract, and DOI for each article.  

For data analysis, at this stage the title, keywords, and abstract of about 20 reviews were read 
only by the first author of the present paper. Despite the fact that, in systematic mapping studies, the 
investigation is usually limited to taking into account the title and abstract of each selected item, the 
first author downloaded the PDF of the 20 reviews to give a correct answer to the research questions. 
Then read the introduction and conclusion sections of those articles. This approach was applied 
iteratively until all the reviews had been explored and mapped. 

 
After the researchers have reviewed more than 20 pieces of literature related to Smart living both IT-based 

and non-IT-based research. Reviewing the structure of the Smart city  initiated in 2007, indicates that the concept 
of Smart living has started (Giffinger et al., 2007). Smart living has been continuously studied more than a decade. 
Thus, researchers have set the scope, where every case study must be published under 5 years from 2018-2021 for 
up-to-date information. The selected researches include the topic of Smart building, Smart home, developing 
evaluation of Smartness, Smart Readiness Indicator (SRI) in Smart building, and empirical study of BIM-IoT 
integration in the Smart building, as shown in Table 1.  

 
Table 1. List of academic case studies selected for this research 

Case 
Study Title 

Published 
year 

A Intelligent Building, Definitions, Factors and Evaluation Criteria of Selection 2018 

B Final Report on the Technical Support to the Development of a Smart Readiness Indicator 
for Buildings 2018 

C Development of a Smart Building Evaluation System for Office Buildings 2019 

D Developing a Scoring System to Evaluate the Level of Smartness in Commercial Buildings: 
A Case of Sri Lanka 2021 

E An Intelligent, Secure, and Smart Home Automation System 2020 
F The social issues of Smart home: a review of four European cities’ experiences 2021 
G BIM-Base Indoor Environmental Monitoring System 2020 

 
As there is a cluster of the database from 20 reviews, a comprehensive overview of a research area                     

is needed to better understand the scope of this study. Researcher started the classification method                            
according to the systematic mapping studies (Kitchenham & Charters, 2007), the topics covered in the 20 reviews 
were classified into two main classes. The topics extracted from the 20 reviews were classified into 9 criteria, 
which consist of 5 criteria for the management class; 4 criteria for the enhancement class, as shown in the figure 
3. 

The classified data were synthesized and presented as the Smart living framework proposed                                               
in this research. Lastly, the Smart living framework was comparatively analyzed with Smart living projects               
from the real sector, in order to determine whether both case studies are consistent or different or not.                                   
If so, what are they?  

For the selection of Smart living projects from the real sector, all selected projects have been conducted 
and experimented with the Smart features consistent with Smart living products; 3 Smart living projects                      
were selected. The scale of each project is slightly different, but each has its own significant point as being a part 
of early Smart protocols in Thailand. The selected projects include: (a) Zen Model - Panasonic's smart home unit; 
(b) Saladaeng Digital Twin building; and (c) Smart patrol - Smart environmental monitoring system, experimented 
in Chulapat 14 Building. All of these three projects take placed or located in Bangkok, Thailand. Figure 3 shows 
an overview of the proposed method. 
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- What is the overall scope of the Smart living concept until the present? under conditions that 
integrate both IT and other non-IT aspects, which collect data from both academic studies and 
Smart living projects from the real sector. 

- Does the current Smart living projects from the real sector consistent with academic criteria? If 
not, what are the differences?  

- Are there basic elements, important to future Smart living studies? If so, what does it consist of? 
(c) The review protocol  
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“Smart building criteria” 

For data collection, the researcher downloaded a PDF file to archive the title, authors’ name, 
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Then read the introduction and conclusion sections of those articles. This approach was applied 
iteratively until all the reviews had been explored and mapped. 
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up-to-date information. The selected researches include the topic of Smart building, Smart home, developing 
evaluation of Smartness, Smart Readiness Indicator (SRI) in Smart building, and empirical study of BIM-IoT 
integration in the Smart building, as shown in Table 1.  
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G BIM-Base Indoor Environmental Monitoring System 2020 
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If so, what are they?  
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of early Smart protocols in Thailand. The selected projects include: (a) Zen Model - Panasonic's smart home unit; 
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an overview of the proposed method. 

 
 

Figure 3. Research methodology model 
 

2.2 Literature Review 
A review of relevant literature on both Smart living in aspect of housing quality,                                                 

which refers to Smart buildings and Smart homes. In order to understand the meaning and scope of Smart living                                          
in terms of housing quality, and the relationship between smart buildings and smart homes that affect                 
today's Smart living. In addition, meanings and the relation between ICTs, IoTs and Smart living will be described. 
(1) Definition and Scope of Smart Living 

Smart living refers to the concept of enhancing people's quality of life, which comprises of various aspects 
of the quality of life as 1) Cultural facilities 2) Health conditions 3) Individual safety 4) Housing quality                             
5) Education facilities 6) Touristic attractivity and 7) Social cohesion. Its main objective is to improve                       
the quality of life of people in all aspects mentioned above (Giffinger et al., 2007). 

 
(2) The Relationship Between Smart Living, Smart Building and Smart Home 

Building sector is the most energy consumption sector in many developing countries (Asadian et al., 2018). 
The main purpose of smart building design is to reduce energy consumption and CO2 emissions from the building 
sector. In order to meet the main purpose, both architectural and technological solutions should be used to 
contribute enhancing the quality of life, which will directly affect the productivity and satisfaction of the building 
user (Gunatilaka et al., 2021; Omar, 2018). For this reason, Smart building is another significant element that 
contributes to the promotion of Smart living. 

Smart home is one of the options to achieve the purpose of Smart living in terms of housing quality.               
The main purpose of a smart home is integration of service and management system together to provide users   
with an efficient, comfortable, safe, and environmentally friendly living environment (Pira, 2021).                              
Smart home allows users to monitor and change the status of home appliances, and also to check the status                    
of sensors (Majeed et al., 2020), therefore a smart home is also important for Smart living. 

 
(3) Concepts of ICTs and Communication Networks Related to Smart Living 

ICT is technology that supports activities involving information. Such activities include gathering, 
processing, storing and presenting data. Increasingly these activities also involve collaboration and communication. 
Hence IT has become ICT, for instance, personal computers, email, and etc.(Gokhe, 2018). Obviously, The 4IR is 
characterized by rapid digitization. Digitalization means the process of converting something to digital form 
(Merriam-Webster, n.d.). For instance, over the years communication networks have evolved through five 
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generations. Consequently, some key application areas will be significantly enhanced by the 5G mobile network 
such as residential use, Internet-of-things, etc. (Ajayi et al., 2022). For this reason, ICT has become an important 
foundation for driving Smart living.  

 
(4) Concept of IoTs and Sensor Network Related to Smart Living 

IoT is the connection of all devices to the internet and each other (ARC Advisory Group, 2022).                           
It is one of the key components of the Industry 4.0 era, causing the data explosion, which is called                                 
when the large scale of data is rapidly generated and stored in computer systems (Zhu et al., 2009). IoTs has grown 
exponentially over the past year (Ajayi et al., 2022). For instance, IoT acts as a network of devices and buildings 
that have technology embedded in them. This could be in the form of sensors, tags and network connectivity that 
allow us to view its activities and performance. Information provided by IoT devices allows users to access and 
control the technologies through the internet network, which helps to enhance housing quality (NEW PC PLANET, 
2019). 

 
3. RESULTS AND DISCUSSION 

ICTs and IoTs are fundamental technologies in the age of Industry 4.0. ICTs and IoTs integrated                    
with smart technologies are used to manage Smart cities and develop various fields. Developing a Smart city 
directly enhance Smart living concept, the concept of improving the citizens’ quality of life in all aspects.                 
Smart living in an aspect of housing quality can be implemented by integrating ICTs in the Smart building                          
or Smart home. At present, Smart living still lacks of a framework that can be used as a tool for considering 
technologies for Smart living and used as a basis for decision-making in selecting suitable technology                              
for the general public. Moreover, Information in the area of Smart living lack of systematically organized                       
and up-to-date information. Hence, this research aims to bridge the gap. 

The study related to today’s Smart living concepts, beginning with a literature review methodology                 
of academic case studies and the Smart living projects from the real sector including Smart home and Smart 
building. Then the process of data accumulation, transcription, and classification, were done in order to synthesize 
the framework respectively. The results of the study revealed that the framework can be classified                                          
into 2 main classes: management class and enhancement class, including 9 criteria: 1) Energy management 2) 
Environmental and health management 3) Technology management 4) Privacy management 5) Safety management 
6) User-oriented function enhancement 7) Space enhancement 8) Service enhancement 9) Cost-effectiveness 
enhancement, which totally consists of 32 indicators, as show in Table 2. 

 
Table 2. The proposed Smart living framework                                                                                          

comparing between Academic studies and Smart living projects form the real sector 
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Analyzing data through all 32 indicators of 9 criteria found that, current Smart living projects                         
from the real sector are unable to cover all of Smart living framework on the academic study side. The Smart living 
framework proposed in this research can be generally used as a decision-making tool for considering and choosing 
which Smart living projects for implementation. Elements within the Smart living framework can be used                        
as a guideline for designing buildings that respond to the Smart living concept. In addition, it is also for those who 
are interested in studying in details of the elements within the Smart living framework. 

In summary, the academic case studies on Smart living have set the conceptual framework provided              
as a guideline that is quite comprehensive and complete in many aspects. At the same time, the real sector                     
can help answer some of questions in Smart living studies which are not covered by the academic cases studies. In 
other words, Unpractical Smart living concepts in real sector, which have already been proposed comprehensively 
through academic case studies, will not be brought into reality until the level of technological advancement can 
support the real sector in the future. Thus, the integration between academic case studies and the real sector is a 
rational principle that yields a more complete framework. Therefore, the framework can be developed to be more 
complete as time changes. 
 
4. RECOMMENDATION 

The proposed Smart living in this research can also be further developed to evaluation criteria                                   
for technologies related to Smart living, which will help standardize the Smart living field. For instance, applying       
the multi-criteria decision-making (MCDM) techniques by Analytical Hierarchy Process (AHP)                                   
helps  decision makers find one that best suits their goal and their understanding of the problem.                                                                                                     
This can be use to determine the criteria and understand the relative importance of each criterion in determining 
the level of smartness of Smart living projects in the real sector. This can lead to the development                                    
of a scoring system (Gunatilaka et al., 2021; Majumder, 2015).  
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Abstract: Bridges have been a main part of transportation systems for a long time and their structures may be 
eroded and damaged by many kinds of effects. The Bridge Health Monitoring system has been applied to 
automatically observe the abnormal condition of the structures before the structures will lead to collapse. One 
practical monitoring technique is to install tiltmeters or inclinometers on the bridges to detect their damages. 
Previous researchers have proposed many methodologies to detect crack locations and damage severity in bending 
structures such as reinforced concrete beams and bridges using periodic measured load tests. Although their 
effectiveness is verified using finite element model, laboratory model and a real bridge. The researchers reported 
that the methodology can only predict the very severe locations of the damage but cannot detect other smaller 
damages or cracks. In addition, the method requires a repeated bridge load test which is rather time-consuming 
and expensive. Unlike the previous studies, the present research, therefore, proposes the new methodology for 
crack detection from bridge deformation profile due to self-weight. Using a simple comparison of bridge 
inclinations under its self-weight before and after damages, the Crack Index is then computed and used to indicate 
the damage along the bridge without any load test requirement. The algorithm of computing the Crack Index taking 
into account the measurement accuracy is presented. Based on the computer simulations of bridge cracks, the 
Crack Index is determined and compared to the existing methods under various crack patterns and crack depths. 
It is found from the obtained results that the newly proposed method can significantly improve the precision of 
crack detection of the bridges and can be approved by reliable numerical model. 
 
Keywords:  Bridge crack, Crack detection, Bridge deformation, Bridge inclination, Bridge self-weight, Bridge 
health monitoring system 
 

1. INTRODUCTION 
One of the significant superstructures that facilitates transportation technologies, such as expressways and 

overpasses, is bridge. Reinforced concrete bridge is the most popular type at which we observe around the world. 
Many bridge structures in the world were constructed and it still have been utilized. How we know that the 
structures are still safe and ready for use has been the question that a lot of engineers have attempted to seek the 
solutions. 

The concept of detecting abnormal occurrences in the bridge structures, such as crack developments and 
significant overgrowth of deflection, is the preliminary remark which inform the authorities to apply law 
enforcement for rehabilitation or permanent closing. Unfortunately, many severe and sudden deteriorate situations 
that affected to many lives and their assets still happened in the past. To better follow the conditions of existing 
bridges, there were some previous researchers seeking the approaches to early detect failure in each bridge 
structure, such as Ultrasonic approach (Kong et al., 2020) and Infrared thermography (Ichi & Dorafshan, 2022). 

However, there were some restrictions of those methods that can only find cracks occurring with certain 
depth or some specific conditions. To comprehensively and regularly inspect the existing structures, Bridge Health 
Monitoring system, which is the application of sensors to follow the responses of bridge structures, came with 
more advantages. The general type of testing, which appeared in the past researches, consisted of the static, 
dynamic and crawl-speed test and used the heavy trucks to perform the analyses. 

When the bridge structures tend to collapse, their dynamic and static responses will be changed due to the 
failure condition. The dynamic responses of each structure, such as mode shapes and natural frequencies, have 
been taken into consideration for a period of time since they present some changes when some cracks develop. 
However, these responses can only present the notable values when major cracks in the structures occurs and 
cannot specify the location of the failure. On the contrary, the static responses come up with more advantages, 
especially bending structures governed by the moment-curvature relation. The curvature of the damaged parts is 
noticeably increased due to the reduction of bending stiffness around those areas. 
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2. LITERATURE REVIEW 
2.1  Bridge Health Monitoring system 

The Bridge Health Monitoring system is adopted by installation of developed sensors in bridge structures 
to perform periodic load test and notice unusual values. The sensors often used for measuring the responses of the 
bridges in many researches and field works are composed of accelerometer, inclinometer, displacement sensor and 
strain sensor. 

Some previous researchers assessed the Indian River Inlet Bridge located at Deleware in the United States 
and provided Bridge Health Monitoring sensors. They designed the methodology to generate the baseline 
responses received from the first time that the bridge was opened, and 6 months and a year after that. The static, 
crawl-speed, and dynamic test were contributed by using calibrated trucks. The results did not show any unusual 
conditions (Al-Khateeb et al., 2019). 

Other utilizations of the Bridge Health Monitoring system appeared and varied by the implementation and 
indices computed by the selected responses. There were lots of researchers provided the example interesting 
approaches in this scope (Ferguson et al., 2022; Sun et al., 2016; Zhang et al., 2021). 
2.2  The Influence Line of the Change of Inclination Angle and The Deformation Area Difference Method 

When cracks occur in each bridge structure, stiffness of cracked sections will be decrease due to crack 
enlargement and they impact on the curvature at that area described by the moment-curvature relation as shown in 
the equation below. 

 

−
𝑀𝑀𝑀𝑀(𝑢𝑢𝑢𝑢)
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑢𝑢𝑢𝑢) = 𝜅𝜅𝜅𝜅(𝑢𝑢𝑢𝑢) ≈  

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑢𝑢𝑢𝑢 𝜑𝜑𝜑𝜑

(𝑢𝑢𝑢𝑢) =  
𝑑𝑑𝑑𝑑2

𝑑𝑑𝑑𝑑𝑢𝑢𝑢𝑢2 𝑤𝑤𝑤𝑤
(𝑢𝑢𝑢𝑢) 

 

(1) 

 𝑀𝑀𝑀𝑀(𝑢𝑢𝑢𝑢) presents the value of bending moment at the section. 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑢𝑢𝑢𝑢) presents the stiffness of the section. 𝜅𝜅𝜅𝜅(𝑢𝑢𝑢𝑢), 
𝜑𝜑𝜑𝜑(𝑢𝑢𝑢𝑢) and 𝑤𝑤𝑤𝑤(𝑢𝑢𝑢𝑢) represents the value of curvature, rotation and deflection at the section. 

In 2020, there was the group of researchers who studied about how to use the influence line of the change 
of rotation to detect possible crack locations in bridge structures. They concluded that the area of support location 
is the most appropriate position for setting up inclinometer sensors. Although this method found the correct points 
of crack, to apply this method in practice needed moving calibrated trucks to generate influence lines. It was 
necessary to control speed and use the advance techniques to analyze and divide an influence line of each axle 
using axle configuration (Huseynov et al., 2020). 

The Deformation Area Difference method presents the simpler way to define crack areas on bridges. The 
static test using trucks was involved in the method to increase the sensitivity of results. However, there were some 
false predictions due to the restriction of measurement accuracy. (Erdenebat & Waldmann, 2020; Erdenebat et al., 
2018). 
2.3  The Principle of Gradual Strain Distribution 

Reinforced concrete is the type of structure that can simply design for beam or bridge structures. In this 
part, the previous researches will be described. The details are about the strain distribution and other related 
parameters of cracking happened on reinforced concrete bending structures. The distribution of the cracked 
structure can be illustrated as shown in the figure. 
 

 
 

Figure 1. Strain distribution of cracked reinforced concrete beam structure (Fu et al., 2022) 
 

By equation (2), The strain distribution of concrete in each section is proposed by the researchers to 
describe behavior of the crack model. The crack is developed at the section 1 and the section 2 represents the 
section of the area affected by the nearest crack location. The strain distribution of rebar is simply calculated by 
using the plane section remains plane assumption and represented by the equation (3). Lastly, the length of affected 
area is computed by the equation (4). 
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𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑢𝑢𝑢𝑢 𝜑𝜑𝜑𝜑

(𝑢𝑢𝑢𝑢) =  
𝑑𝑑𝑑𝑑2

𝑑𝑑𝑑𝑑𝑢𝑢𝑢𝑢2 𝑤𝑤𝑤𝑤
(𝑢𝑢𝑢𝑢) 

 

(1) 

 𝑀𝑀𝑀𝑀(𝑢𝑢𝑢𝑢) presents the value of bending moment at the section. 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑢𝑢𝑢𝑢) presents the stiffness of the section. 𝜅𝜅𝜅𝜅(𝑢𝑢𝑢𝑢), 
𝜑𝜑𝜑𝜑(𝑢𝑢𝑢𝑢) and 𝑤𝑤𝑤𝑤(𝑢𝑢𝑢𝑢) represents the value of curvature, rotation and deflection at the section. 

In 2020, there was the group of researchers who studied about how to use the influence line of the change 
of rotation to detect possible crack locations in bridge structures. They concluded that the area of support location 
is the most appropriate position for setting up inclinometer sensors. Although this method found the correct points 
of crack, to apply this method in practice needed moving calibrated trucks to generate influence lines. It was 
necessary to control speed and use the advance techniques to analyze and divide an influence line of each axle 
using axle configuration (Huseynov et al., 2020). 

The Deformation Area Difference method presents the simpler way to define crack areas on bridges. The 
static test using trucks was involved in the method to increase the sensitivity of results. However, there were some 
false predictions due to the restriction of measurement accuracy. (Erdenebat & Waldmann, 2020; Erdenebat et al., 
2018). 
2.3  The Principle of Gradual Strain Distribution 

Reinforced concrete is the type of structure that can simply design for beam or bridge structures. In this 
part, the previous researches will be described. The details are about the strain distribution and other related 
parameters of cracking happened on reinforced concrete bending structures. The distribution of the cracked 
structure can be illustrated as shown in the figure. 
 

 
 

Figure 1. Strain distribution of cracked reinforced concrete beam structure (Fu et al., 2022) 
 

By equation (2), The strain distribution of concrete in each section is proposed by the researchers to 
describe behavior of the crack model. The crack is developed at the section 1 and the section 2 represents the 
section of the area affected by the nearest crack location. The strain distribution of rebar is simply calculated by 
using the plane section remains plane assumption and represented by the equation (3). Lastly, the length of affected 
area is computed by the equation (4). 
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𝑇𝑇𝑇𝑇ℎ𝐶𝐶𝐶𝐶 𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑑𝑑𝑑𝑑𝑢𝑢𝑢𝑢𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝐶𝐶𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶: 𝜀𝜀𝜀𝜀𝑠𝑠𝑠𝑠 = �
𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠 𝑦 𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛
ℎ 𝑦 𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛

� 𝜀𝜀𝜀𝜀𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  (3) 

 

𝐴𝐴𝐴𝐴𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑑𝑑𝑑𝑑 𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝐶𝐶𝐶𝐶ℎ = min �𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐,
𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐
2� 

𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐 = 𝐶𝐶𝐶𝐶 +
𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠

4𝜏𝜏𝜏𝜏𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠𝜌𝜌𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
 

 

(4) 

𝐶𝐶𝐶𝐶 represents the concrete covering of the tension rebar in unit of meters. 𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 represents the average tensile 
strength of the concrete in unit of MPa. 𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠 is the diameter of the tension rebar in unit of meters. 𝜌𝜌𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  represents the 
reinforcement ratio. 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐 represents the distance between the considered crack and the adjacent crack in unit of 
meters. 𝜏𝜏𝜏𝜏𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠 represents the bonding stress between rebar and concrete in unit of MPa. For the stabilized cracking 
stage, 𝜏𝜏𝜏𝜏𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠 can be computed by the formula 𝜏𝜏𝜏𝜏𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠 = 1.8𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  

By applying the equilibrium equation of each section, the location of neutral-axis and the moment of 
inertia at each section can be proved. The second moments of area varied slightly in the affected area depends on 
the distance from the crack location. 

 

𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝐴𝐴𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛 𝑦 𝑦𝑦𝑦𝑦𝑐𝑐𝑐𝑐)2 +
𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠
𝐸𝐸𝐸𝐸𝑐𝑐𝑐𝑐
𝐴𝐴𝐴𝐴𝑠𝑠𝑠𝑠(𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛 𝑦 𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠)2 +

𝑑𝑑𝑑𝑑(ℎ 𝑦 𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛)3

3  

 
(5) 

𝐴𝐴𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 represents the effective tensile section of concrete in unit of meter2. 𝐴𝐴𝐴𝐴𝑠𝑠𝑠𝑠 represents the whole area of 
the tension steel bars in unit of meter2. 𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛 represents the neutral axis of the section in unit of meters. 𝑦𝑦𝑦𝑦𝑐𝑐𝑐𝑐  represents 
the acting point of the resultant tensile force of concrete in unit of meters. 𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠 represents the location of tension 
steel bar measured from the bottom of the section in unit of meters. 𝐸𝐸𝐸𝐸𝑐𝑐𝑐𝑐  and 𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠 are the modulus of elasticity of the 
concrete and steel respectively in unit of MPa. 

More details about the principle of gradual strain distribution proved by the laboratory test and finite 
element model are already described by the previous researches (Fu et al., 2022; Fu et al., 2020). 
 
3. METHODOLOGY 

The new proposed index to investigate damage on bridge structures comes directly from the moment-
curvature relation. Based on the assumption that interested cracks affect to bending stiffness of the damaged 
sections, there are the evident growths of the curvature values at the cracked sections. The below formula describes 
the change of curvature near to deformed sections and the definition of each variable. 
 

(𝜅𝜅𝜅𝜅𝑑𝑑𝑑𝑑 𝑦 𝜅𝜅𝜅𝜅𝑜𝑜𝑜𝑜)𝑖𝑖𝑖𝑖 ≈
(𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖) 𝑦 𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖)) 𝑦 (𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖) 𝑦 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖))

(𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 𝑦 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖)
 (6) 

 
(𝜅𝜅𝜅𝜅𝑑𝑑𝑑𝑑 𝑦 𝜅𝜅𝜅𝜅𝑜𝑜𝑜𝑜)𝑖𝑖𝑖𝑖 represents the changes of the curvature at the 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐ℎ section. 𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖) presents the inclination angle 

of the deformed structure at the 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐ℎ  section. 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖) presents the inclination angle of the initial structure at the 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐ℎ  

section. 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 represents the location of the measurement point at the 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐ℎ  section. 
From the above equation, only using the numerator can define the possible crack zone. The denominator 

of the formula is varied by the distance between the position of each inclinometer installation. Crack Index is 
defined by the concept. 
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3.1  Inclinometer 
Rotation or inclination angle of bridge structures are focused on because of the existing of high-accuracy 

and conveniently installed instruments. Inclinometer is the measuring instrument set up to compute rotation output 
based on the direction of the gravitational acceleration. The efficiency of the sensor depends on the sensitivity of 
each one. The mainly used inclinometer involved in the calculation of theoretical model is referred by the SOLAR-
05. The resolution of this instrument written in the specification is 0.001 degree which is equivalent to about 
0.000017 radian. Nevertheless, it is difficult to combine the effect of that resolution into the adjustment of rotation 
from the theoretical computation. By decreasing the resolution to be equal to 0.00002 radian, the output values 
can be easily adjusted in the theoretical computation by rounding to even number. 

The resolution only uses to describe the maximum accuracy that the instrument can measure. In practice, 
there are many influences that affects to the instruments. The accuracy at 20 °C that is another detail in the 
specification come instead and represent the on-site efficiency of each inclinometer more reliably. The accuracy 
of the SOLAR-05 detailed in the specification equal to 0.01 degree. At present, many high-resolution inclinometers 
are developed expeditiously. The instruments with the accuracy in the range of 0.01 to 0.001 degree or the 
resolution in the range of 0.001 to 0.0001 degree are applied extensively since they are sufficient to detect small 
changes of inclination angle. 
3.2  Crack Index 

Crack Index is formed by combination of the change of inclination angle collected from the deformed 
structure and the resolution or accuracy of the instrument. The equation which describes the Crack Index is simply 
created. It can be concluded from the figure 2 and 3. that the value of rotation changes will be gained in only the 
boundary of affected area due to the principle of gradual strain distribution no matter where the crack occurs. Due 
to the adoption of these ideas, the algorithm to generate the Crack Index can be computed by the equation (7). 

 
(a)       (b) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2. Rotation change at each crack depth due to the single crack (a) at the midspan and (b) at the quarter of 
the span respectively. 
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Figure 2. Rotation change at each crack depth due to the single crack (a) at the midspan and (b) at the quarter of 
the span respectively. 
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Figure 3. Affected length (w) at each crack depth due to the single crack (a) at the midspan and (b) at the quarter 
of the span respectively. 

 
(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)𝑥𝑥𝑥𝑥= 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖

=

⎩
⎪
⎨

⎪
⎧ 0, �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖+𝑐𝑐𝑐𝑐) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖+𝑐𝑐𝑐𝑐)� − min((𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑 − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜)𝑖𝑖𝑖𝑖−1) < 2𝜀𝜀𝜀𝜀 𝑠𝑠𝑠𝑠𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖+𝑐𝑐𝑐𝑐 − 𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) ≤ 2𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐

0.1, 0 ≤ �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖)� − �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1)� ≤ 𝜀𝜀𝜀𝜀 , �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖+𝑐𝑐𝑐𝑐) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖+𝑐𝑐𝑐𝑐)� − min((𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑 − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜)𝑖𝑖𝑖𝑖−1) ≥ 2𝜀𝜀𝜀𝜀 𝑠𝑠𝑠𝑠𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖+𝑐𝑐𝑐𝑐 − 𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) ≤ 2𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐
0.2𝐸𝐸𝐸𝐸, 𝐸𝐸𝐸𝐸𝜀𝜀𝜀𝜀 ≤ �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖)� − �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1)� < (𝐸𝐸𝐸𝐸 + 1)𝜀𝜀𝜀𝜀 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝐶𝐶𝐶𝐶 𝐸𝐸𝐸𝐸 ∈ {2,3,4}

1, �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖)� − �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1)� > 5𝜀𝜀𝜀𝜀

 

 
min((𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑 − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜)𝑖𝑖𝑖𝑖−1) = min��𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1)�, �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑁𝑁𝑁𝑁) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑁𝑁𝑁𝑁)��  

(7) 

 
min[𝑠𝑠𝑠𝑠(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖), 𝑠𝑠𝑠𝑠(𝐸𝐸𝐸𝐸𝑗𝑗𝑗𝑗)] represents the algorithm that compute for the minimum value of the function a within 

the range of 𝐸𝐸𝐸𝐸 ∈ [𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖 , 𝐸𝐸𝐸𝐸𝑗𝑗𝑗𝑗]. 𝜀𝜀𝜀𝜀 represents resolution or accuracy of the inclinometers. N is the total number of 
inclinometers installed on each model. 

The equation above used for algorithm design of the proposed Crack Index describe that Crack Index will 
signal about some abnormal conditions which is possibly occurring between the location of 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐ℎ and 
(𝑠𝑠𝑠𝑠 − 1)𝑐𝑐𝑐𝑐ℎ sensor if there is the growth of the rotation changes more than two times within affected length. By 
determination the spacing of instrument installation to be greater than 2 times of the affected length or the length 
2𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐, the formula above can be simply modified to be equation (8), which is considered only the adjacent sensors. 
 

(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)𝑥𝑥𝑥𝑥 = 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖+𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖−12

=

⎩
⎪⎪
⎨

⎪⎪
⎧ 0, �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖)� − �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1)� < 𝜀𝜀𝜀𝜀

0, 𝜀𝜀𝜀𝜀 ≤ �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖)� − �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1)� < 2𝜀𝜀𝜀𝜀 𝑠𝑠𝑠𝑠𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖+1) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖+1)� − �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖)� < 𝜀𝜀𝜀𝜀
0.1, 𝜀𝜀𝜀𝜀 ≤ �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖)� − �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1)� < 2𝜀𝜀𝜀𝜀 𝑠𝑠𝑠𝑠𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝜀𝜀𝜀𝜀 ≤ �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖)� − �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1)� < 2𝜀𝜀𝜀𝜀

0.2𝐸𝐸𝐸𝐸, 𝐸𝐸𝐸𝐸𝜀𝜀𝜀𝜀 ≤ �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖)� − �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1)� < (𝐸𝐸𝐸𝐸 + 1)𝜀𝜀𝜀𝜀 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝐶𝐶𝐶𝐶 𝐸𝐸𝐸𝐸 ∈ {2,3,4}

1, �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖)� − �𝜑𝜑𝜑𝜑𝑑𝑑𝑑𝑑(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1) − 𝜑𝜑𝜑𝜑𝑜𝑜𝑜𝑜(𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖−1)� ≥ 5𝜀𝜀𝜀𝜀

 
(8) 

 
In conclusion, Crack Index represents the possibility that the cracks develop at each interval due to 

significant growths of rotation changes. If Crack Index equals to 1 or the increase in the value of rotation change 
is more than 5 times than the accuracy of the instrument within the interval of two adjacent instruments, it can be 
surely concluded that some cracks occur around that area. 
3.3  Numerical Model and Details 

By applying the principle of Gradual Strain Distribution, the moment-curvature relation and the geometric 
relations, the static responses of the structures, such as curvature, rotation and displacements, are computed. 
Herein, the bridge section from the specification with the assumption that the cracked bridge has the same behavior 
as the cracked reinforced concrete beam structure is simply adjusted to verify the methodology and the efficiency 
of proposed Crack Index.  

Modified reinforced concrete bridge model applied for verification of the approach is one of the types in 
the standard drawing written by Ministry of Transport, Thailand. The model is simplified to be the rectangular 
section, consists of 15 meters width and have the span length 10 meters long. The figure 4a and 4b represent the 
simplified model that is updated from the original model in the specification. To easily analyze, the type of simply 
supported structure is overcome to use. Compressive strength of concrete is specified to be the same as the 
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specification and equal to 35 MPa. Steel rebar is referred by the standard of TIS24 Grade SD40. Clear concrete 
covering is determined to be 40 centimeters. In this paper, only self-weight load condition is focused on since it is 
convenient to control the condition without vary effects due to external loads and other factors. 

 
(a)       (b) 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4. (a) Side and top view of the bridge model adopted for theoretical analysis and referred by the standard 

drawing together with the crack pattern throughout the section at the midspan.  
(b) Location of instrument installation using the constant spacing of measurement point 0.2L, 0.1L, 0.05L and 

0.025L or using 6, 11, 21 and 41 inclinometers respectively 
 
(a)       (b) 

 
 
 
 
 
 
 
 
 
 
 
             
 
    

Figure 5. Rotation (a) without the accuracy 0.001 degree and (b) with the accuracy 0.001 degree respectively at 
each measurement point using the spacing 0.2L. The crack occurs at the midspan with the crack depth 10 

centimeters (0.19H). 
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Figure 5. Rotation (a) without the accuracy 0.001 degree and (b) with the accuracy 0.001 degree respectively at 
each measurement point using the spacing 0.2L. The crack occurs at the midspan with the crack depth 10 

centimeters (0.19H). 
 
 
 
 
 
 
 
 
 

(a)       (b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        

Figure 6. (a) Rotation change at each measurement point computed from the figure 5b  
(b) Crack Index using the rotation changes in the figure 6a 

 
Figure 5a and 5b represent the rotation at each measurement point of the model with and without the effect 

of accuracy 0.001 degree respectively. The value of rotation change at each point shown in the figure 6a compute 
from subtraction the uncracked rotation (blue, solid) from the cracked (orange, dash) as presented in figure 5b. 
Due to the fact that the location of measuring instruments will be set up using the spacing 0.2L, which is more 
than 2 times of the affective length or 𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐, the rotation changes of the adjacent sensors are only taken into account. 
 
4. RESULTS FROM NUMERICAL MODEL AND DISCUSSION 
4.1  Results from Numerical Model 

From the first crack scenario or the single crack 4 centimeters (crack depth = 0.075H) at midspan 
throughout the section, by using the instrument spacing 0.2L, Crack Index can be presented in the figure 7a. The 
figure 7b, 7c and 7d represent the illustration of Crack Index in case of measurement points increased to 11, 21 
and 41 points respectively (the spacing of instrument installation 0.1L, 0.05L and 0.025L). The different instrument 
accuracies, consisting of 0.01 (blue), 0.001 (red) and 0.0001degree (grey) are collected in order to consider how 
the sensor quality improve this methodology. Meanwhile, the theoretical results without accuracy effect are also 
presented in the graph (orange).  

 
(a)       (b) 
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(c)       (d) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Crack Index of the bridge model that consists of single crack (crack depth = 4 centimeters (0.075H)) at 

the midspan throughout the section with the various accuracies of the instrument using the number of 
instruments (a) 6, (b) 11, (c) 21 and (d) 41 as illustrated in the figure 4 

 
According to the figure 7a to 7d, the values of Crack Index appear within the area that are affected from 

the stiffness reduction due to the cracks. It can be concluded from these graphs that the more accurate instrument 
we use, the more effective the proposed approach to detect small cracks and specify accurate crack positions we 
receive. 

After that, the condition of crack depth 10 centimeters (crack depth = 0.19H) from the bottom throughout 
the cross section at the midspan is determined to notice that how the values of Crack Index are affected and it can 
be concluded that Crack Index computed together with 6 sensors that have the accuracy 0.001 degree can represent 
the accurate crack location in this scenario.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Crack Index of the bridge model that consists of single crack (crack depth = 10 centimeters (0.19H)) at 
the midspan throughout the section with the various accuracies of 6 sensors as illustrated in the figure 4 

 
4.2  The Effect of Crack Location to the Proposed Crack Index 

At the location composing of small amount of curvature, Crack Index will slowly detect the small failure 
due to the relationship between level of stiffness change and an initial curvature at each position. The case of single 
crack at the quarter of the span is set up to compare how different location of crack affects to Crack Index. In this 
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Figure 8. Crack Index of the bridge model that consists of single crack (crack depth = 10 centimeters (0.19H)) at 
the midspan throughout the section with the various accuracies of 6 sensors as illustrated in the figure 4 

 
4.2  The Effect of Crack Location to the Proposed Crack Index 

At the location composing of small amount of curvature, Crack Index will slowly detect the small failure 
due to the relationship between level of stiffness change and an initial curvature at each position. The case of single 
crack at the quarter of the span is set up to compare how different location of crack affects to Crack Index. In this 

scenario, the condition of crack depth 10 centimeters or 0.19H throughout the section is adopted to compare with 
the one at the midspan. 

Crack Index computed from the single crack at the quarter of the span are less than the ones computed 
from the midspan and it only appears when spacing of measurement points is less than 0.025L. It means that the 
proposed Crack Index is less sensitive to cracks that occur near to the supports. However, Crack Index is proposed 
for crack conditions due to the bending mode failure that more possibly occurs near to midspan; therefore, this 
effect is not a lot taken into consideration. 
4.3  The Spacing Between Each Inclinometer 

Due to the comparison of Crack Index as shown in the figure 7, it can be concluded that the less spacing 
between measurement points, the more possibility to find correct locations of crack by this algorithm. However, 
the installation of many sensors is not practical and difficult and the effect is not concerning since it will not impact 
on the proposed Crack Index when cracks are grown up large enough. As shown by the examples above, only six 
high-resolution sensors are sufficient to predict the area at which cracks occur. 
4.4  The Comparison Between the Proposed Crack Index and the DAD-Value  

The Deformation Area Difference method is one of the approaches that is applied for bridge assessment 
based on abrupt changes of curvature at each crack location due to bending stiffness reduction. The DAD-value 
can theoretically identify possible locations of crack that may occur at bridge structures. Nevertheless, the accuracy 
due to the instruments comes to be the influence of the approach since it affects to the rounding of inclination 
angle measured from instrument due to both the initial and the cracking state. 

The graphs in the figure 9 illustrate the comparison between the curvature-based DAD-value (blue) and 
the proposed Crack Index (red) that are computed from the single crack condition occurring throughout the section 
at the midspan. Crack depth is constantly determined to be equal to 4 centimeters (0.075H) and the adjustment of 
the results by the effect of accuracy 0.001 degree is also represented. By consideration of the same number of 
instruments for assessment, the values of Crack Index tend to effectively point out the accurate location of crack. 
Due to the fact that the notion to generate the algorithm of Crack Index is developed from the equation of curvature-
based DAD-value, Crack Index mitigates noises that are occurred by the effect of instrument accuracy and is more 
sensitive to small cracks. 
 
(a)       (b) 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 

 
Figure 9. Curvature-based DAD-value and Crack Index of the crack depth 0.075H at the midspan throughout the 

section with the instrument accuracy 0.001 degree using the number of instruments (a) 21 and (b) 41 as 
illustrated in the figure 5. 

5. CONCLUSION 
The solutions to detect cracks that develop in bridge structures are still in the spotlight and the approaches 

that can specify the accurate possible locations of cracks are proposed by many researchers. However, those 
methods have many restrictions to assess. In this research, Crack Index due to the only self-weight load condition 
is developed from the previous idea of curvature changes around each crack location. To resolve the effect of 
noises of the Deformation Area Difference method, the algorithm of Crack Index as shown in the equation (7) and 
(8) are presented. Crack Index is theoretically effective to predict crack locations as other indices can do. The 
crack location, spacing between each sensor and the accuracy of sensors affect to the sensitive of Crack Index. 
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From the results in the previous chapter, it can be concluded that the Crack Index specifies the accurate 
location of each crack and is sensitive to crack locations that have larger value of curvature. In this paper, the type 
of structure model is simply supported with uniform section and it can clearly indicate cracks near to midspan. A 
number of instruments using for assessment encourage to quickly predict the small crack condition. On the 
contrary, when cracks develop to be large enough, all arrangements of measuring instruments will represent the 
accurate position of cracks. Moreover, the field of development of the inclinometer sensor in the future that 
improve the accuracy of instrument are very important since it will increase the efficiency of Crack Index. The 
change of temperature gradient is the variable that are often noticeably mentioned and it can be resolved by 
collection inclination angle from each sensor at the same temperature condition. The main restriction of the 
methodology that is to certainly recognize the accuracy of inclinometer in the field test are ensured by laboratory 
test. 

However, the scope of the future studies about Crack Index is extensive. The other conditions that can 
occur in the real structure, such as the support settlement, and the study on the real bridge structure are still 
excluded but those areas need to be considered in the future since it may affect to the sensitive of this methodology. 
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Abstract: Railway infrastructure development is a growing trend around the globe, offering numerous benefits. 
However, one of the significant challenges is the track transition problem that arises from changing track sections. 
This leads to abrupt changes in track stiffness, resulting in substantial damage to the track structure due to the 
differential settlement, thereby increasing maintenance costs. In Thailand, the first phase of Thailand’s high speed 
rail project has introduced a slab track system from China combined with traditional ballasted tracks at several 
sections. It is important to note that transition area can be critical and. There have been several methods to reduce 
differential stiffness. However, the combined method of using both Under Sleeper Pads (USPs) and Under Slab 
Mats (USMs) has not been widely adopted, even though it has the potential to reduce track vibration, impact load, 
and differential settlement. This paper presents the 3D train-track-soil finite element model at railway track 
transition zone with USPs and USMs. Several types of pads are proposed at different locations on the tracks 
subjected to various train speeds. Numerical results from a train-track-soil model computed using LS-DYNA are 
validated with field measurements and previous numerical results. One of the main advantages of using USPs is 
that they help to reduce ballast degradation. Similarly, USMs can be used to control track stiffness. While there 
are various ways to address these problems, the mixed method of using USPs and USMs is found to be an 
alternative to mitigate the problem at railway track transition. It is important to use resilient pads with caution, as 
improper selection or application of these pads can lead to further problems. Therefore, additional research is 
required to assess the potential benefits of this approach in reducing track vibration, impact load, and differential 
settlement on other tracks and soil types.  
 
Keywords:  Track Transition, Dynamic Train-Track-Soil Interactions, Under Sleeper Pads (USPs), Under Slab 
Mats (USMs) 
 
1. INTRODUCTION 

Engineering advancements in construction technologies have led to the development of efficient 
transportation systems, and railway infrastructure is at the forefront of this trend. Rail transportation has several 
advantages over other modes of transportation, such as high load capacity, punctuality, and convenience. The 
developments of railway infrastructure are crucial for driving economic growth and social development. 

Recently, Thailand has adopted a new construction technology from China, the Chinese Railway Track 
System (CRTS) Type III, for the first phase of high-speed rail line project. However, there are concerns regarding 
the design and construction of the railway track system, particularly the issue of track transition. The route for the 
project includes a region where the track section changes from ballasted track to slab track. Changing the track 
section abruptly can cause a sudden change in the vertical track stiffness of the structures, leading to an increase 
in dynamic forces and vertical acceleration. This can result in differential settlement of the track, leading to 
increased maintenance costs over time. In the past, several solutions, such as pile, subgrade modification, Hot-
Mixed Asphalt, and approach slab, have been proposed to solve track transition problems. However, these methods 
are cost effective and difficult to install after the tracks have been constructed.  

Note that literature on solving transition problems with mixed methods is limited (Grossoni et al. 2019). 
Therefore, in this study, we propose a mixed method using two types of resilient materials that are made of rubber 
such as Under Sleeper Pads (USPs) and Under Slab Mats (USMs) to address this problem. USPs can be installed 
conveniently under sleepers in ballasted tracks, which are the primary type of track structures used for other lines 
in Thailand, whereas USMs can be used as an isolation layer in slab track CRTS type III panels. It is very important 
to note that these materials are usually made of synthetic materials which have a high carbon footprint. Therefore, 
using natural rubber as a sustainable alternative is important for Thailand as a leading producer.  
 
 
 
 
 
 

From the results in the previous chapter, it can be concluded that the Crack Index specifies the accurate 
location of each crack and is sensitive to crack locations that have larger value of curvature. In this paper, the type 
of structure model is simply supported with uniform section and it can clearly indicate cracks near to midspan. A 
number of instruments using for assessment encourage to quickly predict the small crack condition. On the 
contrary, when cracks develop to be large enough, all arrangements of measuring instruments will represent the 
accurate position of cracks. Moreover, the field of development of the inclinometer sensor in the future that 
improve the accuracy of instrument are very important since it will increase the efficiency of Crack Index. The 
change of temperature gradient is the variable that are often noticeably mentioned and it can be resolved by 
collection inclination angle from each sensor at the same temperature condition. The main restriction of the 
methodology that is to certainly recognize the accuracy of inclinometer in the field test are ensured by laboratory 
test. 

However, the scope of the future studies about Crack Index is extensive. The other conditions that can 
occur in the real structure, such as the support settlement, and the study on the real bridge structure are still 
excluded but those areas need to be considered in the future since it may affect to the sensitive of this methodology. 
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2. METHOD 
In this research, we develop 3D Finite Element Method (FEM) models of railway track transition with the 

consideration of train, track and ground using LS-DYNA, as shown in Figure 1. Dynamic analysis is performed 
under various train speeds. The focus of the analysis is on the track transition zone, where USPs and USMs are 
installed. This section includes train modelling, track modelling, ground modelling and USPs and USMs.  

 

 

 
 

Figure 1. (a) 3D FEM Track Transition Model in LS-DYNA, (b) Section of Slab Track CRTS type III with 
USMs, (c) Section of Ballasted Track with USPs 

 
2.1 Train Modeling  

The train model is developed based on multi-body simulations as presented in (Huang et al., 2014) and 
consists of three main components: car body, bogies, and wheelsets. The first component is the car body modelled 
as a rigid body using shell element. This simplifies the analysis of the effects on other parts of the train. The second 
component models the bogies using shell elements. This is because bending effects need to be considered for this 
part of the train. The third component models the wheelsets are modelled using beam elements. These components 
are connected thought a suspension system composed of a spring and damper or discrete element.  

This study considers the CR 400 BF, Fuxing Hao EMU Train. The vehicle properties are presented in 
Table 1. To analyze the vertical response, the train model is separated into 10 parts based on their Degree of 
Freedoms (DOFs). These parts include the vertical translation and rotation of one rigid car body, the vertical 
displacement and rotation of two bogies, and the vertical translation of four wheelsets (Ting et al. 2020). Note that 
we mainly aim to examine the vertical displacement and rotation of these specific parts to better understand the 
train's vertical response so that the transverse translation and rotation are neglected. 
 

Table 1. Properties CR 400BF, Fuxing Hao EMU Train (Qi & Zhou, 2020). 
Properties Value Unit  

Mass of car body  45,200 [kg] 
Mass of bogie frame  2,276 [kg] 

Mass of wheelset  1,627 [kg] 
Inertia of Pitch Motion of the Car Body  5.47 x 105 [kg.m2] 

Inertia of Pitch Motion of the Bogies  6,800 [kg.m2] 
Primary Suspension Stiffness  1.04 x 106 [N/m] 
Primary Suspension Damping  5 x 103 [N.s/m] 

Secondary Suspension Stiffness  4 x 105 [N/m] 
Secondary Suspension Damping  6 x 103 [N.s/m] 

(a) 

(b) (c) 
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2.2 Track Modeling  
At transition zone, track section is divided into two: slab track and ballasted track. Steel rails are modelled 

using beam element and are connected to rail pads and fasteners, which are modelled using spring and damper 
elements. In order to accurately capture the behavior of the rail system, the effect of track irregularities is included 
in the model. The track irregularity is computed using the Power Spectrum Density (PSD) Function, as shown in 
Figure 2. This approach has been validated using data from Germany's high-speed rail network, ensuring that the 
model accurately represents the behavior of the rail system. 

 

 
 

Figure 2. Roughness with Distance and PSD Wavelength (Li. Ting, 2020).  
 

Ballasted tracks consist of various components, including sleepers, USPs, and ballast. Additionally, slab 
tracks of CRTS type III feature reinforced concrete slabs, a filling layer of self-compacting concrete, and a 
supporting layer of plain concrete. Note that the 3D solid element is considered for these components.  

Tables 2 and 3 contain all the material and section properties for the ballasted track and slab track, 
respectively, that are utilized in the analysis. The dynamic properties with strain-rate dependent are considered 
using the keyword STRAIN_RATE_DEPENDENT_PLASTICITY. 
 

Table 2. Material Properties of Ballasted Track (Gavin et al., 2010). 
Properties Value Unit  

Mass Density of the Ballast  1800 [kg/m3] 
Poisson’s Ratio of the Ballast 0.30 [mm/mm] 

Modulus of Elasticity of the Ballast  1.50 x 108 [N/m2] 
Mass Density of the Sleeper  2400 [kg/m3] 

Poisson’s Ratio of the Sleeper 0.25 [mm/mm] 
Modulus of Elasticity of the Sleeper  3.00 x 1010 [N/m2] 

Stiffness of the Rails Pads  5.0 x 107 [N/m] 
Damping of the Rail Pads  7.5 x 104 [N.s/m] 

Mass Density of the Rail Pads  1500 [kg/m3] 
 

Table 3. Material Properties of Slab Track, CRTS Type III (Wang et al., 2017). 
Properties Value Unit  

Mass Density of the Rail  7830 [kg/m3] 
Modulus of Elasticity of the Rail  2.059 x 1011 [N/m2] 

Poisson’s Ratio of the Rail 0.30 [mm/mm] 
Stiffness of the Rails Pads* 5.0 x 107 [N/m] 
Damping of the Rail Pads  7.5 x 104 [N.s/m] 

Thickness of Concrete Slab  0.20 [m] 
Mass Density of the Concrete Slab  2500 [kg/m3] 

Modulus of Elasticity of the Concrete Slab** 3.6 x 1010 [N/m2] 
Poisson’s Ratio of the Concrete Slab 0.20 [mm/mm] 

Thickness of Self Compacting Concrete  0.09 [m] 
Mass Density of the SC Concrete  2500 [kg/m3] 

Modulus of Elasticity of SC Concrete** 3.4 x 109 [N/m2] 
Poisson’s Ratio of Self Compacting Concrete  0.2 [mm/mm] 

Thickness of Concrete Base  0.2 [m] 
Mass Density of the Concrete Base  2500 [kg/m3] 

Modulus of Elasticity of the Concrete Base** 3.2 x 1010 [N/m2] 
Poisson’s Ratio of the Concrete Base  0.2 [mm/mm] 

*  Dynamics Stiffness. 
** Reference Static Value, Strain Rate 
Dependent. 
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2.3 Ground Modeling  
The analysis of soil needs to be tailored to the different layers of soil and material properties specific to 

construction in Bangkok, Thailand. In particular, this research focuses on Bangkok Clay Soil, which is a common 
soil type in the area. Bangkok Clay Soil is complex and composed of four layers, namely Soft Clay (SC), Medium 
Stiff Clay (MC), Hard Stiff Clay (HC), and Sand. To accurately model this soil, 3D Finite Element Method (FEM) 
solid elements are used for all parts of the soil. Additionally, the soil layers are modelled as Visco-Elastic materials. 
To prevent wave reflection at the edges of the ground, Perfectly Matched Layers (PML) elements are used. The 
Bangkok’s soil profile and properties used are from previous literature (Likitlersuang et al., 2018)   

The soil used for validation purposes is the original soil design from the Beijing-Shanghai High-Speed 
Line in China, which consists of five layers, namely the top clay layer, bottom clay layer, completely weathered 
amphibolite layer, highly weathered amphibolite layer, and weakly weathered amphibolite layer (Li et al. 2020). 
In field measurements, it is difficult to obtain experimental values for the different layers of the soil, making it 
challenging to define an accurate damping coefficient. To address this issue, Rayleigh damping of the soil was 
used in the simulation to approximate the damping ratio, C, as shown in equation (1) and to overcome the 
complexity of obtaining direct experimental values for ground layers (Connolly et al. 2015).  
 

  C M K                                    (1) 
 

where C = Rayleigh damping of soil, M = Mass matrix of the structures, K = Stiffness matrix of whole 
model, assumed α = 0 and β = 0.0002 to be more convenient to calculate Rayleigh Damping, or damping effect 
depends on the value of the stiffness of all layers of soil. (Li et al. 2019)  
 

Table 4. Material Properties of Soil (M. Wang, 2016). 
Properties Value Unit  

Depth of Surface Layer of the Subgrade  0.40 [m] 
Density of Surface Layer of the Subgrade  2300 [kg/m3] 

Elastic Modulus of Subgrade Surface Layer 5.47 x 105 [N/m2] 
Poisson’s Ratio of Subgrade Surface Layer 0.25 [mm/mm] 

Depth of Bottom Layer of the Subgrade  2.30 [m] 
Density of Bottom Layer of the Subgrade  1950 [kg/m3] 

Elastic Modulus of Subgrade Bottom Layer 1.50 x 108 [N/m2] 
Poisson’s Ratio of subgrade Bottom Layer  0.35 [mm/mm] 

Depth of the Subgrade  2.00 [m] 
Density of Subgrade  2100 [kg/m3] 

Elastic Modulus of the Subgrade  1.10 x 108 [N/m2] 
Poisson’s Ratio of Subgrade 0.30 [mm/mm] 

Depth of 1st Layer of Ground  2.0 [m] 
Density of 1st Layer of Ground  1835.49 [kg/m3] 

Elastic Modulus of the 1st Layer of Ground  4.56 x 107 [N/m2] 
Poisson’s Ratio of 1st Layer of Ground 0.20 [mm/mm] 

Depth of 2nd Layer of Ground  3.0 [m] 
Density of 2nd Layer of Ground  1835.49 [kg/m3] 

Elastic Modulus of the 2nd Layer of Ground  8.50 x 105 [N/m2] 
Poisson’s Ratio of 2nd Layer of Ground 0.20 [mm/mm] 

 
2.4 Under Sleeper Pads and Under Slab Mats  

The design case of this study aims to investigate the effects of installed under sleeper pads (USPs) and 
under slab mats (USMs) on track transition, from the moving direction of the train at the ballasted track zone to 
the slab track side. Specifically, the study seeks to examine the impact of using different types of pads with varying 
stiffness in terms of bedding modulus on reducing track vibration and differential settlement on both the track and 
ground. USPs are installed underneath sleepers on ballasted track while USMs are installed on the isolation layer 
of slab track.  

To achieve these objectives, the program utilizes USP and USM models with solid elements, incorporating 
materials properties as shown in Tables 5 and 6. Different pad types are considered based on the recommended 
bedding modulus from previous literature (International Union of Railway, 2011; International Union of Railway, 
2015; Kaewunruen et al.,2018; Ngamkhanong et al., 2020). The study seeks to explore how the different pad types 
impact the tracks and ground stability and vibration reduction. 

 
 
 

Table 5. Properties of Under Sleeper Pads, USPs (Ngamkhanong et al. 2020). 
Properties Value Unit  

Thickness of USPs  0.10 [m] 
Density of USPs  1100 [kg/m3] 

Poisson’s Ratio of USPs  0.45 [mm/mm] 
Bedding Modulus of the Soft USPs  0.15 [N/mm3] 

Bedding Modulus of Medium Stiff USPs 0.25 [N/mm3] 
Bedding Modulus of Stiff USPs 0.35 [N/mm3] 

Bedding Modulus of Very Stiff USPs  1.00   [N/mm3] 
 

Table 6. Properties of Under Slab Mats, USMs (Kaewunruen et al. 2018). 
Properties Value Unit  

Thickness of USMs  0.10 [m] 
Density of USMs  700 [kg/m3] 

Poisson’s Ratio of USMs  0.35 [mm/mm] 
Bedding Modulus of Soft USMs  0.07 [N/mm3] 

Bedding Modulus of Typical USMs 0.11 [N/mm3] 
Bedding Modulus of Medium Stiff USMs 0.15 [N/mm3] 

Bedding Modulus of Stiff USMs  0.23   [N/mm3] 
 

Based on the design of this study, it will be divided into five cases. The first case is a control group, where 
no pads are installed on transition zone. This case enables the comparison of the differential displacement and 
other dynamic response between the no pad case and the installed pad cases. The second case involves the use of 
Stiff USPs on ballasted track and Medium Stiff USMs on slab track. The third case uses Medium Stiff USPs with 
Medium Stiff USMs. The fourth case uses Stiff USPs with Typical USMs, and the fifth case uses Medium USPs 
with Typical USMs. 

The analysis also varies the train speed in increments of 50 km/hr, up to a maximum of 250 km/hr, to 
determine the critical speed and most effective mixed types of pads that can improve track stiffness while reducing 
track and ground vibrations.  
 
3. RESULTS AND DISCUSSIONS 
3.1 Model Validation 

Before interpreting the results obtained in this study, the modified models are executed and validated with 
results from other articles. The comparison of dynamic response is made in terms of the interaction between Wheel-
Rail contact force, Rail displacement, and the settlement of the track, as well as the ground acceleration along the 
track transition. Tables 7 8 present a comparison of simulation results from this study with field measurements 
conducted by Cai et al. (2017), demonstrating the validation of the Train-Track-Soil interaction on both ballasted 
track and slab track, respectively.  

 
Table 7. Validation Results of Train-Track-Soil Interaction on Ballasted Track. 
Dynamic Response Simulation Results 

from Cai et al. (2017) 
Simulation Results 

from this study 
Unit  

Wheel-Rail Contact Force 100 115 [kN] 
Displacement of Rail (Rail Seat) 2.606 2.292 [mm] 
Displacement of Rail (Mid-Span) 2.604 2.396 [mm] 

 
Table 8. Validation Results of Train-Track-Soil Interaction on Slab Track. 

Dynamic Response Simulation results 
from Cai et al. (2017) 

Simulation results 
from this study 

Unit  

WR Contact Force 98.7 93.36 [kN] 
Rail Pad Force 37.648 35.53 [kN] 

Displacement of Rail  0.827 1.198 [mm] 
 
3.2 Rail Displacement  

Figure 3 presents the rail displacement and track stiffness along the location of the transition zone under 
the train speed of 50 km/hr. The track stiffness can be computed from the dynamic train load divided by the 
displacement of the rail. The dash lines present the rail displacement while the solid lines present the track stiffness 
along the section. The abrupt change in rail displacement and track stiffness can be seen clearly when there are no 
pads installed. While the smoothness can be found when the USPs and USMs are installed. Despite the fact that 
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Table 5. Properties of Under Sleeper Pads, USPs (Ngamkhanong et al. 2020). 
Properties Value Unit  

Thickness of USPs  0.10 [m] 
Density of USPs  1100 [kg/m3] 

Poisson’s Ratio of USPs  0.45 [mm/mm] 
Bedding Modulus of the Soft USPs  0.15 [N/mm3] 

Bedding Modulus of Medium Stiff USPs 0.25 [N/mm3] 
Bedding Modulus of Stiff USPs 0.35 [N/mm3] 

Bedding Modulus of Very Stiff USPs  1.00   [N/mm3] 
 

Table 6. Properties of Under Slab Mats, USMs (Kaewunruen et al. 2018). 
Properties Value Unit  

Thickness of USMs  0.10 [m] 
Density of USMs  700 [kg/m3] 

Poisson’s Ratio of USMs  0.35 [mm/mm] 
Bedding Modulus of Soft USMs  0.07 [N/mm3] 

Bedding Modulus of Typical USMs 0.11 [N/mm3] 
Bedding Modulus of Medium Stiff USMs 0.15 [N/mm3] 

Bedding Modulus of Stiff USMs  0.23   [N/mm3] 
 

Based on the design of this study, it will be divided into five cases. The first case is a control group, where 
no pads are installed on transition zone. This case enables the comparison of the differential displacement and 
other dynamic response between the no pad case and the installed pad cases. The second case involves the use of 
Stiff USPs on ballasted track and Medium Stiff USMs on slab track. The third case uses Medium Stiff USPs with 
Medium Stiff USMs. The fourth case uses Stiff USPs with Typical USMs, and the fifth case uses Medium USPs 
with Typical USMs. 

The analysis also varies the train speed in increments of 50 km/hr, up to a maximum of 250 km/hr, to 
determine the critical speed and most effective mixed types of pads that can improve track stiffness while reducing 
track and ground vibrations.  
 
3. RESULTS AND DISCUSSIONS 
3.1 Model Validation 

Before interpreting the results obtained in this study, the modified models are executed and validated with 
results from other articles. The comparison of dynamic response is made in terms of the interaction between Wheel-
Rail contact force, Rail displacement, and the settlement of the track, as well as the ground acceleration along the 
track transition. Tables 7 8 present a comparison of simulation results from this study with field measurements 
conducted by Cai et al. (2017), demonstrating the validation of the Train-Track-Soil interaction on both ballasted 
track and slab track, respectively.  

 
Table 7. Validation Results of Train-Track-Soil Interaction on Ballasted Track. 
Dynamic Response Simulation Results 

from Cai et al. (2017) 
Simulation Results 

from this study 
Unit  

Wheel-Rail Contact Force 100 115 [kN] 
Displacement of Rail (Rail Seat) 2.606 2.292 [mm] 
Displacement of Rail (Mid-Span) 2.604 2.396 [mm] 

 
Table 8. Validation Results of Train-Track-Soil Interaction on Slab Track. 

Dynamic Response Simulation results 
from Cai et al. (2017) 

Simulation results 
from this study 

Unit  

WR Contact Force 98.7 93.36 [kN] 
Rail Pad Force 37.648 35.53 [kN] 

Displacement of Rail  0.827 1.198 [mm] 
 
3.2 Rail Displacement  

Figure 3 presents the rail displacement and track stiffness along the location of the transition zone under 
the train speed of 50 km/hr. The track stiffness can be computed from the dynamic train load divided by the 
displacement of the rail. The dash lines present the rail displacement while the solid lines present the track stiffness 
along the section. The abrupt change in rail displacement and track stiffness can be seen clearly when there are no 
pads installed. While the smoothness can be found when the USPs and USMs are installed. Despite the fact that 
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the use of Under Sleeper Pads (USPs) can cause a slight increase in rail displacement, they still fall within an 
acceptable range. Moreover, USPs can provide other benefits such as reducing vibrations in the underlying layers. 
By analyzing the track stiffness along the transition zone, we can determine how the track responds to the dynamic 
load of the train. Therefore, it is essential to ensure that the track stiffness is appropriately designed in order to 
maintain safety and efficient operation of the railway system.  

 

  
 

Figure 3. Rail Displacement and Track Stiffness along the Transition Zone  
 
3.2 Track Acceleration 

This section discusses the effectiveness of different types of pads in reducing vibrations in tracks, 
particularly in terms of acceleration on ballasted and slab tracks. The comparison is made between acceleration 
responses subjected to 250 km/hr when using pads versus when not using pads. Figure 4a displays the USPs in the 
ballasted track zone, while Figure 4b shows USMs in the slab track zone. The results show that using a very stiff 
USP is the most effective in reducing track vibrations. Furthermore, all types of USMs can reduce the acceleration 
response by up to 40% when compared to not using any pads. 
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Figure 4. Track Acceleration on Transition zone, in case of 250 [km/hr].  
(a) USPs in Ballasted Track (b) USMs on Slab Track. 

 
3.3 Ground Acceleration 

As previously mentioned, while the use of resilient pads on the transition zone can reduce track 
acceleration and improve track stability, they may not significantly reduce ground vibrations. Figure 5 shows the 
dynamic responses of ground under the train speed of 250 km/hr. It is found that ground vibration can be observed 
even it is far away from the track center. Figure 6 describes ground acceleration responses at critical section in a 
controlled case without the use of USPs and USMs. It indicates that as train speed increases in the transition zone, 
ground acceleration increases. Interestingly, it is observed that ground vibration on adjacent side of the track is 
lower than another side when especially when the lower speed train approaches.  

  

(b) (a) 
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the use of Under Sleeper Pads (USPs) can cause a slight increase in rail displacement, they still fall within an 
acceptable range. Moreover, USPs can provide other benefits such as reducing vibrations in the underlying layers. 
By analyzing the track stiffness along the transition zone, we can determine how the track responds to the dynamic 
load of the train. Therefore, it is essential to ensure that the track stiffness is appropriately designed in order to 
maintain safety and efficient operation of the railway system.  
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Figure 4. Track Acceleration on Transition zone, in case of 250 [km/hr].  
(a) USPs in Ballasted Track (b) USMs on Slab Track. 

 
3.3 Ground Acceleration 

As previously mentioned, while the use of resilient pads on the transition zone can reduce track 
acceleration and improve track stability, they may not significantly reduce ground vibrations. Figure 5 shows the 
dynamic responses of ground under the train speed of 250 km/hr. It is found that ground vibration can be observed 
even it is far away from the track center. Figure 6 describes ground acceleration responses at critical section in a 
controlled case without the use of USPs and USMs. It indicates that as train speed increases in the transition zone, 
ground acceleration increases. Interestingly, it is observed that ground vibration on adjacent side of the track is 
lower than another side when especially when the lower speed train approaches.  
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Figure 5. Ground Dynamic Response of Transition Zone  
with USPs and USMs in 3D FEM Modeling under 250 km/hr.  

 

 
 

Figure 6. Ground Acceleration at Critical Section. 
    
4. CONCLUSIONS 

The study highlights some key findings related to the use of resilient materials on railway track transition 
zone. Firstly, it recommends the use of Under Sleeper Pads (USPs) and Under Sleeper Mats (USMs) to reduce 
train vibrations and minimize track degradation in the long term, which can ultimately result in cost savings in 
maintenance. Additionally, USPs have been found to be effective in reducing stress on the ballast and substructure. 
Stiff USMs are also recommended on slab track for smoothing the transition between ballasted track and slab track.  

Secondly, the study suggests that mixed methods are more effective than simple solutions for smoothing 
track stiffness during track transition. However, it is important to note that the choice of pads must be carefully 
considered to ensure they have the proper bedding modulus on the railway tracks as using inappropriate type may 
lead to higher dynamic responses. Thirdly, the study emphasizes the importance of taking into account track and 
ground characteristics. Matching track properties with the passing of trains at critical speeds can cause more 
dynamic responses and potentially lead to resonance effects on track structures so that using different pads may 
create different natural frequencies of track system. 

In conclusion, the study highlights that track transition can lead to long-term differential settlement. 
Therefore, it is crucial to use appropriate components to improve track stiffness and minimize track vibrations. 
The use of USPs and USMs, along with carefully considered mixed methods can be effective in achieving this 
goal. The outcome will provide useful information for designers and engineers to improve decisions on 
construction and maintenance processes. 
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Abstract: Particle crushing is a phenomenon that occurs in crushable materials, such as granular soils, when 
subjected to high stress conditions that exceed the crushing strength of the particles, resulting in the breakdown of 
particles into smaller fragments. This can cause soil stiffness reduction and significant soil deformation. 
Furthermore, an increase in degree of saturation can also contribute to hydraulic collapse due to the higher stiffness 
of unsaturated soil compared to saturated soil. Experimental evidence suggests that the presence of water can 
further reduce the crushing strength of the soil. Consequently, the combined effects of particle crushing and 
changes in the saturation degree can cause excessive deformation and a reduction in soil strength. While existing 
constitutive models can predict the effects of unsaturated soils and particle crushing separately, a model that can 
simulate the combined effect of both phenomena is required to study the behavior of unsaturated crushable soils. 
Therefore, this study aims to propose a one-dimensional compression model for unsaturated crushable soils that 
can simulate the combined effect of particle crushing and unsaturated soils. 
 
Keywords: One-dimensional compression model, Crushing strength, Particle crushing, Unsaturated soils. 
 
1. INTRODUCTION  

Particle crushing is a phenomenon that occurs in crushable materials such as granular soils when they are 
subjected to high stress levels exceeding the crushing strength (Hardin, 1985; Lade et al., 1996; Nakata et al., 
2001). This leads to the crushing of soil particles into smaller ones. For instance, when a pile is driven into the soil, 
the soil at the pile tip experiences extremely high driving stress, leading to particle crushing (Wu et al., 2013). The 
occurrence of particle crushing is influenced by several factors, including stress, particle size, initial density, 
particle shape, mineral composition, and the presence of water (Hardin, 1985; Lade et al., 1996; Nakata et al., 
2001). Particle crushing significantly affects the mechanical behavior of soils. For example, it alters the grading 
observed in the experimental results of ring shear tests (Coop et al., 2004), decreases the void ratio due to the 
smaller particles filling up the void spaces (Hardin, 1985; Kikumoto & Wood et al., 2010; Lade et al., 1996; Wu 
et al., 2013; Yu, 2018), and reduces soil strength (Miura & Ohara, 1979; Nakata et al., 2001; Wu et al., 2013).  

Another phenomenon that affects soil behavior is the collapse of soil due to changes in the degree of 
saturation. Unsaturated soil typically has a higher stiffness and can exist in a looser state than saturated soil, which 
affects the soil behavior (Kikumoto & Kyokawa et al., 2010; Komolvilas et al., 2022). Previous research has 
suggested that suction depends on the degree of saturation following the Soil-Water Characteristic Curve (SWCC) 
(Van Genuchten, 1980). However, Tarantino and Tombolato (2005) demonstrated that the SWCC is influenced 
by changes in the void ratio. Hence, volumetric compression can lead to an increase in the degree of saturation, 
even under constant suction, eventually resulting in the soil becoming saturated. Compression and soaking tests 
on air-dried silt (Jennings & Burland, 1962) showed that samples soaked at a constant applied pressure exhibit 
significant volumetric deformation, known as hydraulic collapse. Therefore, an increase in the degree of saturation 
results in a decrease in the void ratio and soil stiffness. 

When considering the combined effect of particle crushing and unsaturated soils, void ratio and soil 
strength can be reduced due to particle crushing. Moreover, the decrease in void ratio caused by particle crushing 
can lead to an increase in the degree of saturation, resulting in hydraulic collapse. These combined effects can 
cause significant soil deformation and failure. Therefore, the interplay between these behaviors must be considered 
when dealing with unsaturated crushable soils. To address this problem, two important factors need to be 
considered. First, previous studies have suggested that the presence of water has a dominant effect on crushing 
strength (Manso et al., 2021; Oldecop & Alonso, 2001; Ovalle et al., 2015; Ventini et al., 2020). Second, numerous 
experimental results have been carried out to investigate the evolution of Soil-Water Characteristic Curve (SWCC) 
of granular materials subjected to particle crushing. The findings indicate that particle breakage causes a significant 
alteration of the SWCC, with a notable increase in the degree of saturation during particle crushing under constant 
suction (Gao et al., 2016; Jamei et al., 2011; Zhang et al., 2017). As particle crushing leads to a change in grading, 
these results are consistent with various grain-size-dependent SWCC models that can estimate the SWCC under 
different gradings (Arya & Paris, 1981; Fredlund et al., 2002). Therefore, a one-dimensional compression model 
for unsaturated crushable soil is needed to capture these coupling effects between suction and crushing behavior. 
Previous studies have proposed several constitutive models that utilize the critical state concept (Schofield & 
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Wroth, 1968) to predict the behavior of unsaturated soils (Kikumoto & Kyokawa et al., 2010; Komolvilas et al., 
2022) and particle crushing (Nguyen & Kikumoto, 2018) separately. In this study, the objective is to develop a 
one-dimensional compression model for unsaturated crushable granular materials that could simulate the combined 
effect of particle crushing and unsaturated soils. 
 

2. MODEL FORMULATION 
2.1 Basic Concept of Particle Crushing in Unsaturated Soils. 

To quantify the amount of particle crushing, the definition of grading index is needed. Muir Wood and 
Maeda (2008) proposed the grading state index (𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺), the definition of 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  is shown in Figure 1. The formulation of 
𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  assumes that grain size distribution (GSD) gradually changes from the single size grading (line AB) to a limit 
grading (curve AD), the value of 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  ranges from 0 to 1 respectively.  

Figure 1. Definition of grading state index 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  (Muir Wood & Maeda, 2008) 
 
As the previous studies indicated that crushing strength reduced due to an increase in degree of saturation 

(Manso et al., 2021; Oldecop & Alonso, 2001; Ovalle et al., 2015; Ventini et al., 2020). Therefore, the crushing 
strength of unsaturated soils can be determined by adding state parameter 𝜓𝜓𝜓𝜓𝑐𝑐𝑐𝑐 to the crushing strength of saturated 
soils as Equation (1). 

 
𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐 = 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜓𝜓𝜓𝜓𝑐𝑐𝑐𝑐(𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟) (1) 

 
Where 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐  and 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  is the crushing strength of unsaturated and saturated soils respectively. When 

degree of saturation increases, the value of 𝜓𝜓𝜓𝜓𝑐𝑐𝑐𝑐 decreases. For simplicity, the simple linear relationship can be 
assumed as Equation (2). The material constant parameter 𝜉𝜉𝜉𝜉𝑐𝑐𝑐𝑐 represents the difference in crushing strength under 
dried and saturated conditions.  

 
𝜓𝜓𝜓𝜓𝑐𝑐𝑐𝑐(𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟) = 𝜉𝜉𝜉𝜉𝑐𝑐𝑐𝑐(1 − 𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟) (2) 

 
An evolution law for the grading state index is necessary to explain the impact of changes in grading. 

Kikumoto & Wood et al. (2010) proposed a method to describe the evolution of grading state index by linking it 
to crushing strength (𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐), as shown in Equation (3). Where 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  is the initial crushing strength when 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺 = 0, and 
material parameter 𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟 controls the rate of particle crushing. 

 
𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺 = 1 − exp �−

𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐 − 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟

�  (3) 

 
When the unsaturated soil is subjected to isotropic compression, particle crushing occurs once the stress 

reaches the crushing strength (𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐). However, in case of shearing, the combined effects of both mean effective stress 
(𝑝𝑝𝑝𝑝′′) and deviator stress (𝑞𝑞𝑞𝑞) determine when particle crushing occurs. To account for this, a crushing surface for 
unsaturated soils has been proposed to describe the onset of particle crushing as shown in Equation (4).  
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As 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐  monotonically increases when particle crushing occurs (𝑓𝑓𝑓𝑓𝑐𝑐𝑐𝑐 = 0), the increment of 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐  can be 
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Wroth, 1968) to predict the behavior of unsaturated soils (Kikumoto & Kyokawa et al., 2010; Komolvilas et al., 
2022) and particle crushing (Nguyen & Kikumoto, 2018) separately. In this study, the objective is to develop a 
one-dimensional compression model for unsaturated crushable granular materials that could simulate the combined 
effect of particle crushing and unsaturated soils. 
 

2. MODEL FORMULATION 
2.1 Basic Concept of Particle Crushing in Unsaturated Soils. 

To quantify the amount of particle crushing, the definition of grading index is needed. Muir Wood and 
Maeda (2008) proposed the grading state index (𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺), the definition of 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  is shown in Figure 1. The formulation of 
𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  assumes that grain size distribution (GSD) gradually changes from the single size grading (line AB) to a limit 
grading (curve AD), the value of 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  ranges from 0 to 1 respectively.  

Figure 1. Definition of grading state index 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  (Muir Wood & Maeda, 2008) 
 
As the previous studies indicated that crushing strength reduced due to an increase in degree of saturation 

(Manso et al., 2021; Oldecop & Alonso, 2001; Ovalle et al., 2015; Ventini et al., 2020). Therefore, the crushing 
strength of unsaturated soils can be determined by adding state parameter 𝜓𝜓𝜓𝜓𝑐𝑐𝑐𝑐 to the crushing strength of saturated 
soils as Equation (1). 
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Where 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐  and 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  is the crushing strength of unsaturated and saturated soils respectively. When 

degree of saturation increases, the value of 𝜓𝜓𝜓𝜓𝑐𝑐𝑐𝑐 decreases. For simplicity, the simple linear relationship can be 
assumed as Equation (2). The material constant parameter 𝜉𝜉𝜉𝜉𝑐𝑐𝑐𝑐 represents the difference in crushing strength under 
dried and saturated conditions.  
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An evolution law for the grading state index is necessary to explain the impact of changes in grading. 

Kikumoto & Wood et al. (2010) proposed a method to describe the evolution of grading state index by linking it 
to crushing strength (𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐), as shown in Equation (3). Where 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  is the initial crushing strength when 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺 = 0, and 
material parameter 𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟 controls the rate of particle crushing. 
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When the unsaturated soil is subjected to isotropic compression, particle crushing occurs once the stress 

reaches the crushing strength (𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐). However, in case of shearing, the combined effects of both mean effective stress 
(𝑝𝑝𝑝𝑝′′) and deviator stress (𝑞𝑞𝑞𝑞) determine when particle crushing occurs. To account for this, a crushing surface for 
unsaturated soils has been proposed to describe the onset of particle crushing as shown in Equation (4).  
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As 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐  monotonically increases when particle crushing occurs (𝑓𝑓𝑓𝑓𝑐𝑐𝑐𝑐 = 0), the increment of 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐  can be 
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determined by the consistency condition of crushing strength (𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑐𝑐𝑐𝑐 = 0) as shown in Equation (5) 
 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑐𝑐𝑐𝑐 = 〈𝑑𝑑𝑑𝑑𝑐𝑐𝑐𝑐
𝜕𝜕𝜕𝜕𝑑𝑑𝑑𝑑𝑐𝑐𝑐𝑐
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕′′

𝑑𝑑𝑑𝑑𝜕𝜕𝜕𝜕′′〉  (5) 

 
where 〈 〉 is the macauley bracket define as 〈𝑥𝑥𝑥𝑥〉 =  �0, 𝑥𝑥𝑥𝑥 < 0

𝑥𝑥𝑥𝑥, 𝑥𝑥𝑥𝑥 𝑥 0. 
 

The critical state concept has been extended to incorporate the behavior of crushable soils. Muir Wood 
and Maeda (2008) indicated that particle crushing causes a downward parallel shift of the critical state line (CSL) 
in the specific volume (𝑣𝑣𝑣𝑣) and logarithm of mean effective stress (𝑑𝑑𝑑𝑑′′) plane. To represent downward shift of the 
state boundary surface due to particle crushing, a state parameter 𝜓𝜓𝜓𝜓𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  has been introduced (Nguyen & Kikumoto, 
2018). The value of 𝜓𝜓𝜓𝜓𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  increases monotonically from 0 (𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺 = 0) to 𝜉𝜉𝜉𝜉𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺 (𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺 = 1). For simplicity, a linear 
relationship is assumed as shown in Equation (6). 

 
𝜓𝜓𝜓𝜓𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺 = 𝜉𝜉𝜉𝜉𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺 (6) 

 
2.2 Basic Concept of Unsaturated Soils Exhibiting Particle Crushing. 

Bishop’s effective stress (𝜕𝜕𝜕𝜕′′) is selected to determine the effective stress of unsaturated soils (Bishop, 
1959). The experimental results (Bishop & Donald, 1961) suggested that Bishop’s effective stress parameter (𝜒𝜒𝜒𝜒) 
could be considered equivalent to the degree of saturation (𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟 ). Thus, Bishop’s effective stress (𝜕𝜕𝜕𝜕′′) can be 
expressed by Equation (7). 
 

𝜕𝜕𝜕𝜕′′ = (𝜕𝜕𝜕𝜕 𝜎 𝜎𝜎𝜎𝜎𝑎𝑎𝑎𝑎) + 𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟(𝜎𝜎𝜎𝜎𝑎𝑎𝑎𝑎 𝜎 𝜎𝜎𝜎𝜎𝑤𝑤𝑤𝑤) (7) 
  

The SWCC model is needed to describe the hydraulic behavior of unsaturated soils under various loading 
conditions. In this study, the classical SWCC model (Van Genuchten, 1980), which establishes a relationship 
between suction (𝑠𝑠𝑠𝑠) and the degree of saturation (𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟), is selected as Equation (8).  
 

𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟𝐴𝐴𝐴𝐴 = 𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑚𝑚 + (𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 𝜎 𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑚𝑚)[1 + (𝛼𝛼𝛼𝛼𝐴𝐴𝐴𝐴𝑠𝑠𝑠𝑠)𝑚𝑚𝑚𝑚]−𝑚𝑚𝑚𝑚 ;  𝐴𝐴𝐴𝐴 = 𝑑𝑑𝑑𝑑 ∨ 𝑤𝑤𝑤𝑤 (8) 
 

Where 𝛼𝛼𝛼𝛼, 𝑛𝑛𝑛𝑛, and 𝑚𝑚𝑚𝑚 are material parameters, 𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚  and 𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑚𝑚  are the maximum and minimum degree 
of saturation, superscripts 𝑑𝑑𝑑𝑑 and 𝑤𝑤𝑤𝑤 denote the main drying and wetting curves. 

The classical SWCC has been extended to account the effect of void ratio and hysteresis (Kikumoto & 
Kyokawa et al., 2010; Komolvilas et al., 2022) utilizing the modified suction (𝑠𝑠𝑠𝑠∗) and ratio (𝐼𝐼𝐼𝐼ℎ) as expressed in 
Equation (9) and Equation (10), respectively. 
 

𝑠𝑠𝑠𝑠∗ = 𝑠𝑠𝑠𝑠 𝑠
𝐴𝐴𝐴𝐴
𝐴𝐴𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
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𝜉𝜉𝜉𝜉𝑒𝑒𝑒𝑒

(9) 

 

𝐼𝐼𝐼𝐼ℎ =
𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟 𝜎 𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤

𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟𝑑𝑑𝑑𝑑 𝜎 𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤
(10) 

 
However, experimental findings have indicated that particle breakage significantly alters the SWCC, 

leading to a notable increase in the degree of saturation during particle crushing under constant suction (Gao et al., 
2016; Jamei et al., 2011; Zhang et al., 2017). Fortunately, the decrease in void ratio due to particle crushing has a 
direct impact on the modified suction (𝑠𝑠𝑠𝑠∗). As a result, the evolution of the SWCC due to grain crushing is 
automatically incorporated through the change of the modified suction (𝑠𝑠𝑠𝑠∗). 

As unsaturated soils have relatively high stiffness and are able to exist in a looser state compared to 
saturated soils, the behavior of unsaturated soils can be captured by assuming the state parameter 𝜓𝜓𝜓𝜓𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟 represent 
the upward parallel shift of the normally consolidated line (NCL) as the degree of saturation (𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟 ) decreases 
(Kikumoto & Kyokawa et al., 2010; Komolvilas et al., 2022). The value of 𝜓𝜓𝜓𝜓𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟 increases monotonically from 0 
(fully saturated) to 𝜉𝜉𝜉𝜉𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟(fully dried). The simple linear relationship is assumed to be Equation (11). 
 

𝜓𝜓𝜓𝜓𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟 = 𝜉𝜉𝜉𝜉𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟(1 𝜎 𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟) (11) 
 
2.3 One-Dimensional Compression Model for Unsaturated Crushable Granular Materials. 

Since soil exhibits elastoplastic behavior even under the yield surface, the model takes into account the 
effect of density to predict the behavior of over-consolidated soils by using sub-loading surface concept 
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(Hashiguchi, 1989) and a state variable Ω, which represents the difference in specific volume between the current 
state and the NCL. As plastic deformation occurs, Ω decreases and eventually reaches 0 (on the NCL). The 
evolution law of Ω is defined by Equation (12). 
 

dΩ =  −ωv0Ω|Ω|‖𝑑𝑑𝑑𝑑𝜀𝜀𝜀𝜀𝑝𝑝𝑝𝑝‖ (12) 
 

The associated flow rule is assumed to calculate the increment of plastic strain. Finally, the yield function 
of unsaturated crushable soils based on modified Cam clay can be expressed as Equation (13). The overview of 
the yield function and the movement of normally consolidated line (NCL) are summarized in Figure 2. 

 

𝑓𝑓𝑓𝑓 = (𝜆𝜆𝜆𝜆 − 𝜅𝜅𝜅𝜅) �ln
𝑝𝑝𝑝𝑝′′�1+�𝜂𝜂𝜂𝜂

′′
𝑀𝑀𝑀𝑀 �

2
�

𝑝𝑝𝑝𝑝0
′′�1+�

𝜂𝜂𝜂𝜂0
′′

𝑀𝑀𝑀𝑀 �
2
�
� − 𝑣𝑣𝑣𝑣0𝜀𝜀𝜀𝜀𝑣𝑣𝑣𝑣

𝑝𝑝𝑝𝑝 − 𝑑𝑑𝑑𝑑𝜓𝜓𝜓𝜓𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟 + 𝑑𝑑𝑑𝑑𝜓𝜓𝜓𝜓𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺 + 𝑑𝑑𝑑𝑑Ω (13)

Figure 2. The yield function of unsaturated crushable granular materials 
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3. SIMULATION 
In this study, the impact of unsaturated crushable soils was investigated through the simulation of one-

dimensional compression tests. The simulation consisted of three parts. Firstly, the material parameters were 
calibrated using the experimental results of saturated Ottawa sand exhibiting particle crushing by Valdes (2003). 
The comparison between the simulation and experimental data is shown in Figure 3. Secondly, the simulation of 
one-dimensional compression tests focused on the behavior of unsaturated and saturated soils, with or without 
particle crushing, utilizing an initial void ratio (𝐴𝐴𝐴𝐴0) of 0.698. Thirdly, a one-dimensional compression tests of 
unsaturated crushable materials under 4 different suctions were simulated with the initial void ratio (𝐴𝐴𝐴𝐴0 = 1.6) to 
discuss the effect of changes in the degree of saturation on the crushing behavior. The reason for using different 
initial void ratios in the second and third parts is due to the tendency of loose soils to exhibit hydraulic collapse 
more readily than denser soils. Therefore, the loose samples are more effective to clearly illustrate the effect of 
suction on the compression behavior of soils. The material parameters for the simulation are listed in Table 1. To 
simulate the case without crushing, materials parameter 𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  was assigned to be a very high value (𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 
1,000,000 kPa). 
 

 Table 1. Parameters for unsaturated crushable granular materials 
Parameters for particle crushing 

Symbol Material parameters Description 
𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 5000 Crushing strength for single size grading (𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺 = 0) 
𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟 5000 Crushing resistance 
𝑀𝑀𝑀𝑀𝑐𝑐𝑐𝑐 0.58 Slope of crushing surface 
𝜉𝜉𝜉𝜉𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐 500.0 Effects of 𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟 to crushing strength 

Parameters for water retention curves (SWCC) 
𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 1.00 

Parameters for Van Genuchten SWCC model 

𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑚𝑚 0.15 
𝛼𝛼𝛼𝛼𝑑𝑑𝑑𝑑 0.01 
𝛼𝛼𝛼𝛼𝑤𝑤𝑤𝑤 0.04 
𝑛𝑛𝑛𝑛 1.80 
𝑚𝑚𝑚𝑚 0.30 
𝜉𝜉𝜉𝜉ℎ 100.0 Effect of hysteresis 
𝜉𝜉𝜉𝜉𝑟𝑟𝑟𝑟 4.0 Effect of void ratio 

Parameters for stress-strain characteristics 
𝜆𝜆𝜆𝜆 0.246 Compression index 
𝜅𝜅𝜅𝜅 0.01 Swelling index 
𝑀𝑀𝑀𝑀 1.65 Critical state stress ratio 
𝑣𝑣𝑣𝑣𝑟𝑟𝑟𝑟 0.20 Poisson’s ratio 

𝑁𝑁𝑁𝑁 3.10 Reference specific volume on NCL under 𝑝𝑝𝑝𝑝′ = 𝑝𝑝𝑝𝑝𝑎𝑎𝑎𝑎, 𝑞𝑞𝑞𝑞 = 0, 
 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺 = 0,𝐴𝐴𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟 = 1 

𝜔𝜔𝜔𝜔 2000.0 Sub-loading parameter 
𝜉𝜉𝜉𝜉𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  0.20 Effect of 𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  on NCL 
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4. RESULTS 
One-dimensional compression tests were simulated to study the behavior of particle crushing on 

unsaturated soils under 4 conditions, including unsaturated (𝑠𝑠𝑠𝑠 = 2048 kPa) and saturated soils (𝑠𝑠𝑠𝑠 = 0 kPa), with 
or without particle crushing. The results are shown in Figure 4. When considering the case with crushing, the 
compression line (Figure 4a) indicates a rapid decrease in void ratio compared to the case without crushing. 
Additionally, particle crushing ultimately affected the change in degree of saturation (Figure 4b), which is 
consistent with experimental findings demonstrating a notable increase in degree of saturation during particle 
crushing under constant suction (Gao et al., 2016; Jamei et al., 2011; Zhang et al., 2017), and the effect of grain 
size distribution on SWCC models (Arya & Paris, 1981; Fredlund et al., 2002). In terms of strength, a reduction 
in deviator stress was observed when crushing occurs as shown in Figure 4c.   
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compression test for unsaturated crushable materials under 4 different suctions (Figure 5a). When comparing the 
unsaturated (𝑠𝑠𝑠𝑠 = 98, 248, 598 kPa) and saturated (𝑠𝑠𝑠𝑠 = 0 kPa) cases, the unsaturated soils initially exhibited higher 
stiffness compared to the saturated soils.  

As particles crushing displays (𝐼𝐼𝐼𝐼𝐺𝐺𝐺𝐺  increases), 𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟  also increases due to the reduction in void ratio caused 
by grain crushing (Figure 5d). This is because volumetric compression affects the change in degree of saturation 
even under constant suction (Figure 5c). Therefore, the compression line of unsaturated soils finally converged to 
the compression line of saturated soils (Figure 5a).  

The onset of crushing under different suctions are plotted in terms of deviator stress (𝑞𝑞𝑞𝑞) and mean effective 
stress (𝑝𝑝𝑝𝑝"), as shown in Figure 5b, which illustrates that the crushing stress depends on the degree of saturation 
(𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟). As the suction increases (𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟  decreases), particles break at a higher value of effective stress. This is because 
cracks can grow even under the crushing strength of materials, a phenomenon known as subcritical crack growth. 
The onset of cracking stress depends on the amount of water in the pores of particles (Nara et al., 2010), which 
can be explained by stress corrosion theory (Atkinson, 1982; Michalske & Freiman, 1983). This theory suggests 
that when the inter-atomic bond at the crack tip is strained, it can be easily attacked by a corrosive agent such as 
water, ultimately leading to material weakness that can break at a lower stress. 
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Figure 5 The simulation result of one-dimensional compression tests for unsaturated crushable soils under 4 

different suctions 
 
5. CONCLUSIONS 

This paper proposed a one-dimensional compression model for unsaturated crushable granular materials. 
The simulation outcomes demonstrate that this model can effectively represent significant aspects of unsaturated 
crushable soils, such as the reduction in crushing strength caused by an increase in degree of saturation (𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟), and 
the evolution of 𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟  resulting from grain crushing. Furthermore, this model can be extended to a three-dimensional 
compression model to simulate Triaxial tests under various loading conditions in future research. 
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Abstract: Thailand is facing increasing water risks as a growing population, economic growth and the looming 
threats posed by climate change are expected to make sustainable water management and water security 
significantly more difficult. The government thus needs to move from a crisis response to a risk-management 
approach by maintaining acceptable levels of risk in 4 main areas including (1) drought risk; (2) flood risk; (3) the 
risk of inadequate water quality (water pollution); and (4) the risks of undermining the resilience of freshwater 
systems (water use and water allocation). This paper aims to enhance and facilitate the move to a risk-based 
approach to water security by making better use of drought analysis instruments using appropriate 
indices/indicators to reduce water shortages in drought-stricken areas especially under prolonged weather events 
hopefully to formulate water policies for justified spatio-temporal water allocation and access in the Eastern 
Economic Corridor (EEC) region. Long-term analysis of meteorological and hydrological drought indices is 
conducted to characterize and monitor drought trends in EEC using the Standardized Precipitation Index (SPI), the 
Standardized Precipitation Evapotranspiration Index (SPEI), and the Streamflow Drought Index (SDI). Computed 
time series of the 3 selected indices are compared with observed drought events by assimilating the weekly rainfall 
and monthly streamflow and evapotranspiration (PET) data from ground observations and remotely-sensed Earth 
observing satellites (i.e., MODIS, Aqua MODIS, TRMM, and GPM) data and climate drought indices are 
calculated. The performances of 3 climatic indices seem to be able to capture the main characteristics of drought 
conditions in EEC region and the indices also designate extreme drought frequency and severity since early 2000s. 
The 2 indices obviously can also detect notable drought episodes during year 1997-98, 2003-04, and 2015-16 
consistent with El Niño years. The overstating the frequency of droughts at the 1-month timescale by SPEI and 
SDI still exists just like the case of SPI. SPEI indicated substantial higher severity and longer duration of drought 
events compared to those of SPI especially for the year 1991-92 drought episode, while SPI under-quantified the 
magnitude and missed to represent extreme droughts during that period. SPI climatic indices shows diverse effects 
on drought conditions under the prolonged records with certain restrictions, while multivariate index (i.e., SPEI) 
illustrates the obvious advantage of temporal variation of drought frequency, magnitude, and severity 
characteristics detection. The better performance of SPEI indices compared to SPI emphasizes that PET plays an 
important role in hydrologic cycle in Thailand with tropical monsoon weather system and its variation is primarily 
affected by precipitation as well as land use and land coverage change.  Development of multiple drought indices 
demonstrated in this study can be beneficial for drought assessment, early warning, and future projections for 
planning and support the implementation of preventive measures or mitigation of drought impacts. 
 
Keywords:  Drought index, Drought early warning, EEC Thailand, Drought risk, ENSO. 
 
1. INTRODUCTION 

Droughts occur in virtually all climatic zones and are mostly related to the reduction in the amount of 
precipitation received over an extended period of time. Droughts are recognized as an environmental disaster and 
have attracted the attentions owing to the rise in water demand from population growth and expansion of 
agricultural-energy-industrial sectors as well as looming climate change, recent years have witnessed much focus 
on global drought scenarios including Thailand. The period between extreme events seems to have become shorter 
in certain regions and floods and droughts have made references to this change in the occurrence of extreme 
hydrologic events including higher peaks and severity levels (Lettenmaier et al., 1996; Aswathanarayana, 2001). 

Difference in hydrometeorological variables and socio-economic factors as well as the stochastic nature 
of water demands in different regions around the world become an obstacle to having a precise definition of drought. 
But, drought can be generally categorized into 4 categories (Dracup et al., 1980; Heim Jr, 2002; Zargar et al., 
2011): meteorological, hydrological, agricultural, and socioeconomic. Meteorological drought is defined usually 
on the basis of the degrees of dryness (in comparison to some “normal” or average amount) and the duration of 
the dry period. Definitions of meteorological drought must be considered as regional specific since the atmospheric 
conditions that result in deficiencies of precipitation are highly variable from region to region.  Hydrological 
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drought is associated with the effects of periods of precipitation shortfalls on surface or subsurface water supply 
(i.e., streamflow, reservoir and lake levels, groundwater) and how this deficiency plays out through the hydrologic 
system. Agricultural drought links various characteristics of meteorological (or hydrological) drought to 
agricultural impacts, focusing on precipitation shortages, differences between actual and potential 
evapotranspiration, soil water deficits, reduced groundwater or reservoir levels, and so forth. Socio-economic 
drought is associated with failure of water resources systems to meet water demands and thus associating droughts 
with supply of and demand for an economic good (water) (AMS, 2004). Socio-economic drought occurs when the 
demand for an economic good exceeds the supply as a result of a weather-related shortfall in water supply. 

Assessment of droughts is of primary importance for water resources planning and management under 
well-recognized climate change impacts and threats. According to the Intergovernmental Panel on Climate Change 
(IPCC) report (IPCC, 2007), instrumental observations over the past 157 years show that temperatures at the 
surface have risen globally, with significant regional variations. This warming definitely intensifies the global 
hydrologic cycle (Milly et al., 2002) not in changing the averages but the overall increase of extreme events, 
resulting in increasing the globally averaged precipitation, evaporation, and runoff. Among the extreme 
meteorological events, droughts are possibly the most slowly developing ones, that often have the longest duration, 
and at the moment the least predictability among all atmospheric hazards. (Mishra and Singh, 2010). For the global 
average, warming in the last 20th century has occurred in 2 phases, from the 1910s to 1940s (0.35°C), and more 
strongly from 1970s to the present (0.55°C). An increasing rate of warming has taken place over the last 25 years, 
and 11 of the 12 warmest years on record have occurred in the past 12 years.   

For Thailand, it is considered one of the most drought-affected countries in the Asia-Pacific region and is 
marred by frequent drought. Recently, observed extreme weather events (drought in year 2011/2012 2015/2016 
and 2018/2019) reflect the more frequent occurrence of severe drought in Thailand. Assessment of the recent 
drought in Thailand reveals that it is mainly due to a shorter-than-normal monsoon season and below-average 
annual rainfall in 2018 and 2019 as the monsoon rain cycle arrived almost 2 weeks later than averaged cycle and 
departed 3 weeks earlier in Thailand. Average annual precipitation in 2019 of 1,343 mm was reported and 
considered 15% below the 30-yr average and 19% lower than the previous year’s levels (1,661 mm). Royal 
Irrigation Department (RID) Thailand reported that water supplies in major reservoirs totaled 3.8 billion m3, down 
60% from the same period last year as of January 2020.  River ran low and stages were substantially below the 
mean sea level, resulting in saltwater intrusion creeping way upstream and threatening drinking water supplies.  
Insufficient water availability at the end of 2019 rainy season impact food, agriculture, and industrial security and 
manifested disputes among all water sectors with economic competition. 

Owing to the rising water demand, looming climate change, aging water resources infrastructure, and the 
economy with rapidly rising incremental costs of new supplies and increasing conflict among water sectors, a 
wider view is needed to handle water scarcity problems specifically focusing on developing measures for 
mitigating the impacts of drought, especially among Thai responsible agencies that are highly centralized but 
fragmented. The Thai government thus needs to move from a crisis response to a risk management approach by 
maintaining acceptable levels of risk in 4 main areas including (1) drought risk; (2) flood risk; (3) the risk of 
degrading water quality; and (4) the risk associating with water use and water allocation. These force stress the 
urgent need to develop drought assessment for water resources planning and management using indices/indicators 
to characterize spatio-temporal drought magnitudes especially under prolonged weather events. 

A number of different drought indices have been developed utilizing the climatic and hydrological 
variables to describe drought characteristics such as duration, severity, and frequency (Hao and Singh, 2015), each 
with its own strengths and weaknesses, including Palmer Drought Severity Index (PDSI) (Palmer, 1965); the 
Drought Area Index (Bhalme and Mooley, 1980); the Standardized Precipitation Index (SPI) (McKee et al., 1993); 
the Reconnaissance Drought Index (RDI) (Tsakiris and Vagelis, 2005); and Standardized Precipitation 
Evapotranspiration Index (SPEI) (Vicente-Serrano, et al. 2010), Rainfall Anomaly Index (RAI) (van Rooy, 1965), 
Surface Water Supply Index (SWSI) (Shafer and Dezman, 1982), etc. SPI and SPEI are extensively used because 
they both offer ease in calculating and interpreting, are multi-scalar in nature, and are spatially and temporally 
comparable. The major difference between the two indices is that SPI uses only precipitation as the climatic 
variable for drought computation with the underlying assumption that the temporal variability of precipitation is 
much higher than other climatic variables (e.g., temperature); while SPEI considers the variabilities in other 
climatic variables (e.g., temperature, humidity, winds, etc.) by incorporating the evaporative demands in the 
drought index (Vincente-Serrano et al., 2010). This is more relevant in the context of climate change, where the 
assumption of stationarity of climate variables such as temperature is no longer valid (Dubrovsky et al., 2009).  
Several recent researchers have used SPEI for historical and future drought assessments (Zhang et al., 2018).  
Vincente-Serrano et al. (2012) conducted a global assessment of the performance of SPI, SPEI, and 4 variants of 
PDSI and found that SPEI is superior in identifying the drought impacts. Zhang et al. (2018) found that SPEI is 
highly correlated with the total water storage in the Chinese river basin, underlining its usefulness in assessing the 
water resources. Moreover, several previous studies have demonstrated that projected increased drought severities 
under climate change and the magnitude of increments using SPEI is higher than using SPI (Ahmadalipour et al., 



529

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

drought is associated with the effects of periods of precipitation shortfalls on surface or subsurface water supply 
(i.e., streamflow, reservoir and lake levels, groundwater) and how this deficiency plays out through the hydrologic 
system. Agricultural drought links various characteristics of meteorological (or hydrological) drought to 
agricultural impacts, focusing on precipitation shortages, differences between actual and potential 
evapotranspiration, soil water deficits, reduced groundwater or reservoir levels, and so forth. Socio-economic 
drought is associated with failure of water resources systems to meet water demands and thus associating droughts 
with supply of and demand for an economic good (water) (AMS, 2004). Socio-economic drought occurs when the 
demand for an economic good exceeds the supply as a result of a weather-related shortfall in water supply. 

Assessment of droughts is of primary importance for water resources planning and management under 
well-recognized climate change impacts and threats. According to the Intergovernmental Panel on Climate Change 
(IPCC) report (IPCC, 2007), instrumental observations over the past 157 years show that temperatures at the 
surface have risen globally, with significant regional variations. This warming definitely intensifies the global 
hydrologic cycle (Milly et al., 2002) not in changing the averages but the overall increase of extreme events, 
resulting in increasing the globally averaged precipitation, evaporation, and runoff. Among the extreme 
meteorological events, droughts are possibly the most slowly developing ones, that often have the longest duration, 
and at the moment the least predictability among all atmospheric hazards. (Mishra and Singh, 2010). For the global 
average, warming in the last 20th century has occurred in 2 phases, from the 1910s to 1940s (0.35°C), and more 
strongly from 1970s to the present (0.55°C). An increasing rate of warming has taken place over the last 25 years, 
and 11 of the 12 warmest years on record have occurred in the past 12 years.   

For Thailand, it is considered one of the most drought-affected countries in the Asia-Pacific region and is 
marred by frequent drought. Recently, observed extreme weather events (drought in year 2011/2012 2015/2016 
and 2018/2019) reflect the more frequent occurrence of severe drought in Thailand. Assessment of the recent 
drought in Thailand reveals that it is mainly due to a shorter-than-normal monsoon season and below-average 
annual rainfall in 2018 and 2019 as the monsoon rain cycle arrived almost 2 weeks later than averaged cycle and 
departed 3 weeks earlier in Thailand. Average annual precipitation in 2019 of 1,343 mm was reported and 
considered 15% below the 30-yr average and 19% lower than the previous year’s levels (1,661 mm). Royal 
Irrigation Department (RID) Thailand reported that water supplies in major reservoirs totaled 3.8 billion m3, down 
60% from the same period last year as of January 2020.  River ran low and stages were substantially below the 
mean sea level, resulting in saltwater intrusion creeping way upstream and threatening drinking water supplies.  
Insufficient water availability at the end of 2019 rainy season impact food, agriculture, and industrial security and 
manifested disputes among all water sectors with economic competition. 

Owing to the rising water demand, looming climate change, aging water resources infrastructure, and the 
economy with rapidly rising incremental costs of new supplies and increasing conflict among water sectors, a 
wider view is needed to handle water scarcity problems specifically focusing on developing measures for 
mitigating the impacts of drought, especially among Thai responsible agencies that are highly centralized but 
fragmented. The Thai government thus needs to move from a crisis response to a risk management approach by 
maintaining acceptable levels of risk in 4 main areas including (1) drought risk; (2) flood risk; (3) the risk of 
degrading water quality; and (4) the risk associating with water use and water allocation. These force stress the 
urgent need to develop drought assessment for water resources planning and management using indices/indicators 
to characterize spatio-temporal drought magnitudes especially under prolonged weather events. 

A number of different drought indices have been developed utilizing the climatic and hydrological 
variables to describe drought characteristics such as duration, severity, and frequency (Hao and Singh, 2015), each 
with its own strengths and weaknesses, including Palmer Drought Severity Index (PDSI) (Palmer, 1965); the 
Drought Area Index (Bhalme and Mooley, 1980); the Standardized Precipitation Index (SPI) (McKee et al., 1993); 
the Reconnaissance Drought Index (RDI) (Tsakiris and Vagelis, 2005); and Standardized Precipitation 
Evapotranspiration Index (SPEI) (Vicente-Serrano, et al. 2010), Rainfall Anomaly Index (RAI) (van Rooy, 1965), 
Surface Water Supply Index (SWSI) (Shafer and Dezman, 1982), etc. SPI and SPEI are extensively used because 
they both offer ease in calculating and interpreting, are multi-scalar in nature, and are spatially and temporally 
comparable. The major difference between the two indices is that SPI uses only precipitation as the climatic 
variable for drought computation with the underlying assumption that the temporal variability of precipitation is 
much higher than other climatic variables (e.g., temperature); while SPEI considers the variabilities in other 
climatic variables (e.g., temperature, humidity, winds, etc.) by incorporating the evaporative demands in the 
drought index (Vincente-Serrano et al., 2010). This is more relevant in the context of climate change, where the 
assumption of stationarity of climate variables such as temperature is no longer valid (Dubrovsky et al., 2009).  
Several recent researchers have used SPEI for historical and future drought assessments (Zhang et al., 2018).  
Vincente-Serrano et al. (2012) conducted a global assessment of the performance of SPI, SPEI, and 4 variants of 
PDSI and found that SPEI is superior in identifying the drought impacts. Zhang et al. (2018) found that SPEI is 
highly correlated with the total water storage in the Chinese river basin, underlining its usefulness in assessing the 
water resources. Moreover, several previous studies have demonstrated that projected increased drought severities 
under climate change and the magnitude of increments using SPEI is higher than using SPI (Ahmadalipour et al., 

2017; Marcos-Gracia et al., 2017).  Currently, there is no particular index that is capable of adequately 
characterizing drought conditions for every place and every time period (Svoboda et al., 2015). 

This study aims to enhance and facilitate the move to a risk-based approach to water security by making 
better use of appropriate drought indices analysis instruments to reduce water shortages in drought-stricken areas 
especially under prolonged weather events hopefully to formulate water policies for justified spatio-temporal water 
allocation and access in the Eastern Economic Corridor (EEC) region of Thailand.  Long-term analysis of 
meteorological and hydrological drought indices is conducted to characterize and  monitor drought trends in the 
EEC using the Standardized Precipitation Index (SPI; precipitation-based less complicated drought index as it 
requires only simple inputs), the Standardized Precipitation Evapotranspiration Index (SPEI; an index taking into 
account the difference between precipitation and potential evapotranspiration), and the Streamflow Drought Index 
(SDI) input with various types of data sources, including ground observations and remotely-sensed data.  
Computed time series of the 3 selected indices are compared with observed drought events by assimilating weekly 
rainfall and monthly streamflow and evapotranspiration data from ground observations and remotely-sensed Earth 
observing satellites (i.e., MODIS, Aqua MODIS, TRMM, and GPM) data and climate drought indices are 
calculated.  
 
2. METHOD 
2.1 Study Area 

Thailand is located close to the equatorial Indo-Pacific basins; this monsoon precipitation has strong 
correlation with the Southern Oscillation Index (SOI), a sea level pressure-based El Niño-Southern Oscillation 
(ENSO) index (Singhrattna et al., 2005). The region is characterized by a monsoon tropical climate with distinctive 
dry and rainy seasons causing repetitive droughts and floods. The country average range of annual rainfall of 1,300-
2,000 mm per year with peak rainfall in August and September. 

The target study area is known as Eastern Economic Corridor (EEC) located in the East of Thailand, 
spanning from East to West and covering 3 provinces namely Chonburi, Rayong, and Chachoengsao shown in 
Figure 1. Monthly average rainfall of the region falls between 5.4-284.2 mm with the minimum rainfall in 
December and maximum rainfall in September and October. Annual average rainfall is approximately 1,308.5 mm 
which is considered lower than the nation-wide average. Current water demand of 739 million m3/year versus the 
allocated 941 million m3/year with substantial rise to 1.21 billion m3/year in the future (year 2037) from rapid 
investment in EEC to support industrial expansion and population growth, surpassing the amount possibly 
allocated, is anticipated. Changing climate pattern with less rain projected in the future based on the long-term 
climate projection imposes major challenges for water management as competition for water will become worse, 
particularly for policy makers and regulators in EEC. 
 
2.2 Climatic Data 

The daily precipitation datasets employed in this study were referenced from Asian Precipitation-Highly-
Resolved Observational Data Integration Towards Evaluation of Water Resources (APHRODITE) available free-
of-charge at http://www.chikyu.ac.jp/precip/. Observed daily climatic data, including maximum and minimum 
temperatures, relative humidity, wind speed, evaporation, and solar radiation for the period from 1987-2017 were 
kindly provided from Royal Irrigation Department (RID) and Thai Meteorological Department (TMD) shown in 
Figure 2 (for Rayong, Chonburi, and Chachoengsao provinces). 
 
2.3 Drought Indices 
(1) Standardized Precipitation Index 

The Standardized Precipitation Index (SPI) (McKee at al., 1993) is an index based on probability of the 
long term precipitation representing either abnormal wetness or dryness conditions. The SPI was designed to 
quantify precipitation deficits for different time scales such as 3, 6, 9, 12, and 24 months of cumulative precipitation. 
This allows SPI index to reflect impacts resulting from the availability of different hydrological parameters. We 
fit long term series of monthly station-based precipitation observations to determine the cumulative probability of 
density function (PDF) and then transformed into a normal distribution with a mean set to zero and standard 
deviation of one as shown in Figure 3. The original concept of the SPI applied the two-parameter gamma 
distribution according to McKee et al (1993) as shown in Equation 1. 

𝑔𝑔𝑔𝑔(𝑥𝑥𝑥𝑥) = 1
𝛽𝛽𝛽𝛽𝛼𝛼𝛼𝛼𝜏𝜏𝜏𝜏(𝛼𝛼𝛼𝛼)

𝑋𝑋𝑋𝑋𝛼𝛼𝛼𝛼𝛼1𝑒𝑒𝑒𝑒
−𝑥𝑥𝑥𝑥
𝛽𝛽𝛽𝛽                (1) 

 
where b is a scale parameter, a is a shape parameter, g(x) is the gamma probability density function, e is 

Euler’s number for exponentiation, and t(a) is the ordinary gamma function of a.  The estimation of b and a can 
be found in more detail from McKee et al. (1993). 
(2) Standardized Precipitation Evapotranspiration Index  

The Standardized Precipitation Evapotranspiration Index (SPEI) (Vincente-Serrano et al., 2010) has been 
developed based on a monthly climatic water balance driven by precipitation and Potential Evapotranspiration 
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(PET).  The procedure of SPEI compilation relies mainly on the original concept of SPI calculation but employs 
the monthly difference between P and PET, representing the water surpluses or deficits at different time scales as 
shown in Equation 2.   

𝐷𝐷𝐷𝐷 = 𝑃𝑃𝑃𝑃 − 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇                                      (2) 
 

 
 

Figure 1. Study area EEC region in Thailand with current and future (year 2037) water demand 
 

The difference in P and PET are then fitted to several parametric statistical probability distribution 
functions to standardize the original data sets. PET is calculated using Penman-Monteith (PM) equation (Allen et 
al., 1998) per recommendation by World Meteorological Organization (WMO) (WMO, 2009). 
 
3. RESULTS AND DISCUSSION 

The variation of observed droughts in EEC region Thailand is temporally evaluated as shown in Figure 4 
based on SPI calculation for 1, 3, 6, 9, 12, and 24 months, respectively. Drought events are generally indicated 
when the results of SPI, for whichever timescale is being investigated, become continuously negative and reach a 
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The difference in P and PET are then fitted to several parametric statistical probability distribution 
functions to standardize the original data sets. PET is calculated using Penman-Monteith (PM) equation (Allen et 
al., 1998) per recommendation by World Meteorological Organization (WMO) (WMO, 2009). 
 
3. RESULTS AND DISCUSSION 

The variation of observed droughts in EEC region Thailand is temporally evaluated as shown in Figure 4 
based on SPI calculation for 1, 3, 6, 9, 12, and 24 months, respectively. Drought events are generally indicated 
when the results of SPI, for whichever timescale is being investigated, become continuously negative and reach a 

value of -1. The degree of drought can be computed as a factor of the highlighted area size. The different timescales 
of the SPI demonstrated differences in magnitude and duration of droughts. Longer timescales showed a higher 
severity and longer duration of droughts than the short timescales. For longer timescales (> 6 months), water 
scarcity was less frequent, but lasted longer. 
 

 
 
Figure 2. Observed daily climatic data for EEC region for the period from 1987-2017 (A) Rayong province; (B) 

Chonburi province; and (C) Chachonegsao province 
 

 
 

Figure 3. Standardized precipitation index concept 
 

 
 
 

Figure 4. Long-term Standardized Precipitation Index (SPI) analysis in EEC region Thailand.  Drought events 
identified any time an SPI value reaches an intensity of -1 or less 
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It is clear from times series SPI plots in Figure 5 that drought events in Thailand were likely happening 
every year on the 1-month analysis timescale, perhaps due to the limitation from using monthly precipitation data 
causing standardization of the SPI fail to differentiate between the real drought events and monthly variation at 
such timescales. The interpretation and utilization of the SPI over the tropical monsoon region with distinct 
precipitation should be carefully carried out to avoid any misleading interpretation when being applied to the short 
timescale. A direct relationship between drought events defined by SPI and the ENSO conditions based on climate 
parameter variability is illustrated in Figure 5 as SPI 3-month conformed to El Niño years. Anomalies of the 3-
month moving average sea surface temperature (SST) in Niño 3.4 region (5N-5S, 120-170W) for period from 
1950-2020 reveal El Niño and La Niña period, frequency, and intensities during the 30+ yrs history in Thailand.  
Analysis of Figure 5 indicates that droughts significantly struck Thailand from both frequency- and intensity-wise 
in late 1980s to early 2000s perhaps due to the warmer climatic trend in Thailand since 1980s (Singhrattna et al., 
2005) based on declining precipitation intensity and rising temperature trend over this region which causes 
increasing in PET (National Oceanic and Atmospheric Administration, 2015; Dai, 2011; Sheffield et al., 2012).  
Results from attempts to validate the performance of drought indices (SPI, SPEI, and SDI) through drought events 
reported also shown in Figure 4 indicate that moderate timescale SPI (i.e., SPI 6-months, SPI 9-months) can 
consistently define drought events in the study area. 

 

 
 

Figure 5. SST anomalies (3 month moving average) in Niño 3.4 region (5N-5S, 120-170W) for 1950-2020 
indicating El Niño and La Niña period and intensities (modified from NOAA) 

 
Figures 6 and 7 illustrate the performance SPEI and SDI at multiple timescales (1-24 months). The 

performances of both climatic indices seem to be able to capture the main characteristics of drought conditions in 
EEC region and both indices also designate extreme drought frequency and severity since early 2000s. The 
overstating the frequency of droughts at the 1-month timescale still exists just like the case of SPI. The 2 indices 
obviously can also detect notable drought episodes during year 1997-98, 2003-04, and 2015-16 consistent with El 
Niño years. SPEI indicated substantial higher severity and longer duration of drought events compared to those of 
SPI especially for the year 1991-92 drought episode, while SPI under-quantified the magnitude and missed to 
represent extreme droughts during that period. The better performance of SPEI indices compared to SPI 
emphasizes that PET plays an important role in hydrologic cycle in Thailand with tropical monsoon weather system 
and its variation is primarily affected by precipitation as well as land use and land coverage change.      
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timescale. A direct relationship between drought events defined by SPI and the ENSO conditions based on climate 
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month moving average sea surface temperature (SST) in Niño 3.4 region (5N-5S, 120-170W) for period from 
1950-2020 reveal El Niño and La Niña period, frequency, and intensities during the 30+ yrs history in Thailand.  
Analysis of Figure 5 indicates that droughts significantly struck Thailand from both frequency- and intensity-wise 
in late 1980s to early 2000s perhaps due to the warmer climatic trend in Thailand since 1980s (Singhrattna et al., 
2005) based on declining precipitation intensity and rising temperature trend over this region which causes 
increasing in PET (National Oceanic and Atmospheric Administration, 2015; Dai, 2011; Sheffield et al., 2012).  
Results from attempts to validate the performance of drought indices (SPI, SPEI, and SDI) through drought events 
reported also shown in Figure 4 indicate that moderate timescale SPI (i.e., SPI 6-months, SPI 9-months) can 
consistently define drought events in the study area. 
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Figure 6. Long-term Standardized Precipitation Evapotranspiration Index (SPEI) analysis in EEC region 
Thailand. Drought events identified any time an SPEI value reaches an intensity of -1 or less. 

 
4. CONCLUSIONS 

This study aims to enhance and facilitate the move to a risk-based approach to water security by making 
better use of appropriate drought indices analysis instruments to reduce water shortages in drought-stricken areas 
especially under prolonged weather events hopefully to formulate water policies for justified spatio-temporal water 
allocation and access in the Eastern Economic Corridor (EEC) region of Thailand. Long-term analysis of 
meteorological and hydrological drought indices is conducted to characterize and monitor drought trends in the 
EEC using the Standardized Precipitation Index (SPI; precipitation-based less complicated drought index as it 
requires only simple inputs), the Standardized Precipitation Evapotranspiration Index (SPEI; an index taking into 
account the difference between precipitation and potential evapotranspiration), and the Streamflow Drought Index 
(SDI) input with various types of data sources, including ground observations and remotely-sensed data.  
Computed time series of the 3 selected indices are compared with observed drought events by assimilating weekly 
rainfall and monthly streamflow and evapotranspiration data from ground observations and remotely-sensed Earth 
observing satellites (i.e., MODIS, Aqua MODIS, TRMM, and GPM) data and climate drought indices are 
calculated.   

The performances of 3 climatic indices seem to be able to capture the main characteristics of drought 
conditions in EEC region and the indices also designate extreme drought frequency and severity since early 2000s.  
SPI analysis indicates that drought events in Thailand are likely happening every year on the 1-month analysis 
timescale, perhaps due to the limitation from using monthly precipitation data causing standardization of the SPI 
fail to differentiate between the real drought events and monthly variation at such timescales. The interpretation 
and utilization of the SPI over the tropical monsoon region with distinct precipitation should be carefully conducted 
to avoid any misleading interpretation when being applied to the short timescale. A direct relationship between 
drought events defined by SPI and the ENSO conditions based on climate parameter variability exists as SPI 3-
month conforms to El Niño years. Anomalies of the 3-month moving average sea surface temperature (SST) in 
Niño 3.4 region (5N-5S, 120-170W) for period from 1950-2020 reveal El Niño and La Niña period, frequency, 
and intensities during the 30+ yrs history in Thailand. Analysis carried out in this study indicates that droughts 
significantly struck Thailand from both frequency- and intensity-wise in late 1980s to early 2000s perhaps due to 
the warmer climatic trend in Thailand since 1980s (Singhrattna et al., 2005) based on declining precipitation 
intensity and rising temperature trend over this region which causes increasing in PET (National Oceanic and 
Atmospheric Administration, 2015; Dai, 2011; Sheffield et al., 2012). Results from attempts to validate the 
performance of drought indices (SPI, SPEI, and SDI) through drought events reported indicate that moderate 
timescale SPI (i.e., SPI 6-months, SPI 9-months) can consistently define drought events in the study area.   

The selected indices obviously can also detect notable drought episodes during year 1997-98, 2003-04, 
and 2015-16 consistent with El Niño years. The overstating the frequency of droughts at the 1-month timescale by 
SPEI and SDI exists just like the case of SPI. SPEI indicated substantial higher severity and longer duration of 
drought events compared to those of SPI especially for the year 1991-92 drought episode, while SPI under-
quantified the magnitude and missed to represent extreme droughts during that period. SPI climatic indices shows 
diverse effects on drought conditions under the prolonged records with certain restrictions, while multivariate 
index (i.e., SPEI) illustrates the obvious advantage of temporal variation of drought frequency, magnitude, and 
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severity characteristics detection. The better performance of SPEI indices compared to SPI emphasizes that PET 
plays an important role in hydrologic cycle in Thailand with tropical monsoon weather system and its variation is 
primarily affected by precipitation as well as land use and land coverage change. Development of multiple drought 
indices demonstrated in this study can be beneficial for drought assessment, early warning, and future projections 
for planning and support the implementation of preventive measures or mitigation of drought impacts. 
 

 
 

Figure 7. Long-term Streamflow Drought Index (SDI) analysis in EEC region Thailand. Drought events 
identified any time an SDI value reaches an intensity of -1 or less. 
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Abstract: In General, disaster management has been mentioned in term of engineering both soft and hard 
implement hardly understand by local people. On the other hand, disaster education would be an efficient tool 
for getting community to recognize this. In disaster education, it is important not only to focus on the dangers 
of disasters, but also to develop a sense of attachment to and pride in the community in which one lives, while 
enjoying the benefits of nature, so that one can proactively evacuate in the event of a disaster.  

In this study, a workshop was planned and conducted to deepen understanding of the wisdom and 
ingenuity of predecessors and their lifestyles in dealing with floods, and to create cards to introduce the local 
knowledge of the community and their predecessors' flood response. Then we created a digital card game using 
these cards, which enables participants to learn about the local wisdom of the community and its response to 
flood disasters while playing the game by themselves. The digital karuta system was constructed so that it 
could be run on low-spec equipment, and was designed to be simple enough to be implemented by 
elementary school students. In addition, brain activity was investigated using NIRS to see if the 
digitalization of the system had any effect on the learning effect. 
 
Keywords:  Disaster education, Living environment, Local wisdom, Digital disaster prevention card game 
 
1. INTRODUCTION      

In recent years, natural disaster such as torrential rains and typhoons have become more frequent and 
severe due to the effects of climate change. We should realize priority on protecting precious lives from any disaster. 
In order for all residents to be able to protect their own lives from disasters, it is important that each people be able 
to take appropriate actions in the event of a disaster. From this perspective, the government has revised the Basic 
Act on Disaster Control Measures, which has strengthened the system to ensure smooth and prompt evacuation of 
residents in the event of a disaster, such as by improving the clarity of evacuation information and enhancing 
measures for those who require assistance for evacuation actions.  

In addition, since the Great East Japan Earthquake, the importance of disaster education has increased, 
and the contents and education methos of disaster education have been greatly enhanced of the new government 
curriculum guidelines. In the curriculum guidelines of elementary school social studies implemented from 2020, 
the part about natural disasters occurring in the prefecture was added: Among earthquake disasters, tsunami 
disasters, wind and flood disasters, volcanic disasters, and snow disasters, those that have occurred in the prefecture 
in the past should be selected and discussed. In the commentary to the curriculum guideline of Home Economics 
in junior high schools implemented since 2021, in the section on housing, “Regarding natural disasters, examples 
of past disasters may be taken up in accordance with the actual conditions of the region. The word “according to 
the actual conditions of the region” was added. As described above, it is expected that students will learn about 
past disasters, but there is a lack of teaching materials that are suited to the past disaster of the region.  

In disaster education, it is important not only to focus on the dangers of disasters, but also to develop a 
attachment to the community and pride in the community in which one lives, while enjoying the benefits of nature, 
so that one can proactively evacuate in the event of a disaster. In this study, a workshop was planned and conducted 
to deepen understanding of the wisdom and ingenuity of predecessors and their lifestyles in coping with flood, and 
to create cards to introduce the good points of the community and their predecessor’s response to the flood, 
targeting communities that have coped with frequent floods. This is intended to be used in the production of 
disaster prevention materials tailored to the actual conditions of the community. Furthermore, we organized an 
exchange meeting between local elderly and elementary school student using these cards, many of the children 
(29/35 person: 83%) expressed a desire to play with the cards more. Therefore, we attempted to digitize the cards 
so that the children could learn about the features and local wisdoms while playing alone and by themselves. The 
card system was constructed so that it could be operated even with low-spec equipment, and was designed to be 
simple enough to be implemented by elementary school students. In addition, brain activity was investigated using 
NIRS to see if the digitalization had any effect on the learning effect. 

  
2. METHOD 

This study to make learning about community disaster management was conducted in three phases (Table 
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disaster prevention materials tailored to the actual conditions of the community. Furthermore, we organized an 
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(29/35 person: 83%) expressed a desire to play with the cards more. Therefore, we attempted to digitize the cards 
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2. METHOD 

This study to make learning about community disaster management was conducted in three phases (Table 

1). First, a workshop was held (June 26, 2022) to deepen understanding of local flood experiences and responses 
and to make cards. At a community center in the town of Itakura, Gunma Prefecture, participants were introduced 
to the town of Itakura and its lifestyles in the event of flooding. They visited a flood prevention building in the 
event of flooding while listening to a talk about the town’s lifestyles, and created playing cards to introduce local 
lifestyles in anticipation of flooding. Twenty participants, including elementary school students and university 
students (Fig.1, Fig.2), took part in the project. Secondly, on February 14, 2023, we held a meeting between local 
elderly and elementary school student using the competed playing cards at an elementary school, creating an 
opportunity for disaster education in which participants could share their experiences of disasters in the community 
while playing (Fig.3). Finally, we constructed an online card game and tested whether it could be implemented 
even in a remote and impersonal setting (March 2023). We called this online card “Digital Karuta”. The 
effectiveness of the paper karuta and the online digital karuta was measured (Fig.4).  
 

Table 1. Disaster education process and digitized cards 

 
 

 
 

Figure1. Workshop of visiting and making playing card “Karuta” 
 

 
 

Figure 2. Playing cards (Paper Karuta) to show local wisdom made by workshop 
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Figure 3. Exchange meeting (local seniors, elementary school student and university students) 
 

 
 

Figure 4. Experiment 
 
3. RESULTS  
3.1 Novelty of the System (novelty of performance/function, novelty of configuration, novelty of 
development method) 

Karuta is an interactive task that uses a tool called cards. The cards are displayed on the system, and the 
karuta is acquired using the skeletal estimation function of the web camera. It is classified as an XR technology 
because it reproduces information from the real world in real time on the system. By implementing a text-to-speech 
function, the task can be performed by one person, but it is also possible for two people to perform the task online 
at the same time. The system is built on Amazon’s Web Services and published using a dedicated domain. AR-
type karuta cards have existed in the past. There are also memorization-type karuta cards that display cards in 
succession, but there is no XR-type karuta card game that uses a skeletal estimation function. There are application 
that use skeletal estimation technology for training, but they have not yet been implemented because skeletal 
estimation technology often makes recognition errors due to the non-uniformity of background regions. Our digital 
karuta, which is still in the demonstration stage, avoids recognition errors by cropping the background region of 
the recognized human body. Figure 5 show the processing flow of the system and the test environment. 
 

 
 

Figure 5. Processing flow of the system and the test environment 
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3.2 System Effectiveness  
The frame rate for this system is 30 FPS, which is the standard frame rate for TV and video. Since real-

time processing is done at the terminal side, it is not affected by line delays. Therefore, we focused on cerebral 
blood flow changes in real-world karuta and digital karuta, targeting the prefrontal regions that are activated during 
language activity and concentration. 
 
3.3 System Reliability  

NIRS (Near Infrared Spectroscopy) is a system that uses near-infrared light to estimate the amount of 
hemoglobin in cerebral blood flow. In the medical field, it is used to measure depression, and in the basic field, it 
is used to study learning effects such as short-term memory (Michael et al., 2021). A Neu HOT-2000 was used as 
the equipment, and six volunteer students were participated. The task consisted of a 30-second rest (Rest1), a 30-
second task (Task), and a 30-second rest (Rset2). The average waveforms of the six subjects are shown below 
(Fig.6, Fig.7).  
 

 
 

Figure 6. NIRS waveform of paper Karuta 
 

 
 

Figure 7. NIRS waveform of digital Karuta 
 
4. DISCUSSION 

We hypothesized that there would be no change in oxyhemoglobin between rest and task time. Since the 
number of N was too small to assume a normal distribution, a Wilcoxon signed-rank sum test was used. As a result, 
Oxyhemoglobin has p-value = 0.0004883 in paper Karuta, Oxyhemoglobin has p-value = 0.0004883 in digital 
Karuta. Deoxyhemoglobin has p-value = 0.03418 in paper Karuta, Oxyhemoglobin has p-value = 0.01611 in digital 
Karuta. Comparing the paper and digital karuta, both of them showed an increase in oxyhemoglobin. The table 
shows the average values for each state (Table 2). 
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Table 2. Average values for each state 
 

 
 
 
 
 
 
 
 
 

There was no difference between the rest and task times. Nguyen evaluated the concentration phase by 
activation of the NIRS waveform during operation, suggesting a possible link between elevated Oxyhemoglobin 
and concentration (Nguyen et al., 2017). The higher value during the task condition indicates that users are a in a 
state of concentration and their memory is activated during digital Karuta. 

However, estimating memory effects with NIRS has its challenges, NIRS measures changes in the amount 
of hemoglobin in cerebral blood flow, and there are many examples by assessing brain activity and concentration 
states, such as the N-back test (Michael et al., 2021). All of these tasks assess short-term memory and do not 
guarantee long-term memory. Takeuchi have just measured the effects of learning by video games using NIRS 
and showed students with higher increases in oxyhemoglobin tended to perform better in video games (Takeuchi 
et al., 2016). Dennis found that NIRS responses were high during highly effective learning (Dennis, 2017). These 
results indicate that there is a proportional relationship between the amount of oxyhemoglobin increase and 
learning effectiveness. However, there are many unknowns about brain activity, and there is no guarantee that 
activation of short-term memory will facilitate transfer to long-term memory (Nakamura et al., 2020). Further 
validation and innovation are needed in the future. We plan to conduct long-term memory tests and follow-up 
surveys to verify the effectiveness of digital Karuta. 
 
5. CONCLUSIONS 

When brain activity was measured by NIRS for paper Karuta and digital Karuta, it was found that brain 
activity was activated in both cases. Since Karuta involves hand and body movements, it is possible that effects 
other than brain activity have a synergistic effect on the NIRS waveform, but further verification is needed. 
However, the mean oxyhemoglobin value of the paper Karuta increased by 1.12 μM, whereas the mean 
oxyhemoglobin value of the digital Karuta increased by 1.41μM. The results suggest that digital Karuta may be 
more brain active. In addition, digital Karuta can be implemented non-face-to-face and is not limited to Covid19 
or face-to-face activities. This suggests that digital Karuta also has a distance learning component. 

In the future, we would like to make effective use of the cards to learn about local wisdom for disaster 
prevention while playing, for example by holing a digital Karuta tournament at elementary school. In the first of 
three phases of the disaster study was workshop. We emphasized hands-on experiences, such as visiting evacuation 
building, listening to a story about the use of it during floods. Then we tasted river fish at the lunch time. Afterwards, 
the children were asked to draw painting to express what impressed them and what they wanted to introduce. All 
of the children responded that this was the first time they had seen flood evacuation building after participating in 
this workshop. In their impressions, many of them mentioned the various innovations they had seen in the building, 
indication a certain level of effectiveness. At the 3rd step of meeting, while looking at the cards, the participants 
were able to hear stories from local senior residents about their responding to disasters in the past. Many flood 
evacuation buildings and boats still remain in the town, and by providing more opportunities to learn about local 
resources through digitalization and other means, we can learn about how people lived in the past in response to 
flooding and think about how we should do when the flood.  

The authors have been involved in activities to pass on the flood experience and response not only in 
Japan but also in Thailand, producing story books and playing cards. We would like to develop these activities 
while digitizing them in Thailand.  
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DeOxy-Hb 1.271493 -0.40051 -0.06321 

Digital 
Karuta 

Oxy-Hb 0.942886 2.35513 1.408666 

DeOxy-Hb 0.697754 -1.11253 -0.80124 
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Abstract: Visualization techniques are increasingly being used in civil engineering. Mixed reality (MR), which 
allows hands-free visualization with eye contact, is suitable for civil engineering because safety can be ensured 
during visualization. Location-based methods (as examples of superimposition techniques) in which the accuracy 
is affected only by location information does not require marker placement so it is suitable for use on construction 
sites. This paper presents the development of a location-based MR visualization system based on global navigation 
satellite system (GNSS) data, aiming to support work at construction sites. This system uses GNSS receivers 
capable of centimeter-level positioning using network real-time kinematic surveying to superimpose accurately 
and automatically a three-dimensional model onto real space. The visualization position was recalculated every 
second so that it could be moved. The effectiveness of this system was evaluated by comparing the accuracy of 
the superimposition of the marker-based method with that of a real, buried underground structure. 
  
Keywords: Mixed reality, Hololens2, Location-based visualization, Global navigation satellite system 
 
1. INTRODUCTION 

In recent years, visualization technology has been utilized in various fields, such as entertainment and 
beauty (Jeong et al., 2021; Valentina et al., 2018). As another example, visualization techniques can be used to 
confirm the completed form of a building during its construction. A disadvantage of mixed reality (MR) 
visualization technology (Milgram and Kishino, 1994) is that it requires a dedicated head-mounted device. 
However, one advantage is that both hands are free during visualization, which ensures safety. Therefore, MR is 
considered more useful than augmented reality (Caudell & Mizell, 1992), a technology similar to that used at 
construction sites. 

Kawagoe et al. (2022) developed a marker-based MR visualization system. However, this system has 
limitations, such as the need to place markers onsite accurately and the significant decrease in superimposition 
accuracy when the moving distance is large. Therefore, we have focused on location-based methods in this study. 
This method determines the visualization position based on location information; because it eliminates the need to 
place markers onsite, it is possible to visualize difficult locations, such as the sea, where markers cannot be placed, 
or at night, during which markers cannot be recognized. Additionally, because the superimposition accuracy 
depends on the accuracy of the acquired location information, high-precision superimposition is possible using a 
high-precision global navigation satellite system (GNSS) receiver. The purpose of this study is to develop a 
location-based MR visualization system using GNSS data; accordingly, this paper presents the system 
development, angle-correction accuracy verification, and application to virtually buried pipe visualization. The 
paper is organized as follows. Section 2 describes the development environment, preprocess, and main process, 
including the accuracy verification of the GNSS receiver used for the MR visualization system. Section 3 presents 
an evaluation of the relationship between the distance between two receivers and the angle correction accuracy, 
thus showing how the distance that achieves the highest accuracy in this system is obtained. Section 4 shows the 
application of the proposed system to virtually buried pipe visualization on campus. Section 5 presents the 
conclusions of this paper and future tasks. 

 
2. MR VISUALIZATION SYSTEM 
 A flowchart of this system is shown in Figure 1. 
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1. INTRODUCTION 

In recent years, visualization technology has been utilized in various fields, such as entertainment and 
beauty (Jeong et al., 2021; Valentina et al., 2018). As another example, visualization techniques can be used to 
confirm the completed form of a building during its construction. A disadvantage of mixed reality (MR) 
visualization technology (Milgram and Kishino, 1994) is that it requires a dedicated head-mounted device. 
However, one advantage is that both hands are free during visualization, which ensures safety. Therefore, MR is 
considered more useful than augmented reality (Caudell & Mizell, 1992), a technology similar to that used at 
construction sites. 

Kawagoe et al. (2022) developed a marker-based MR visualization system. However, this system has 
limitations, such as the need to place markers onsite accurately and the significant decrease in superimposition 
accuracy when the moving distance is large. Therefore, we have focused on location-based methods in this study. 
This method determines the visualization position based on location information; because it eliminates the need to 
place markers onsite, it is possible to visualize difficult locations, such as the sea, where markers cannot be placed, 
or at night, during which markers cannot be recognized. Additionally, because the superimposition accuracy 
depends on the accuracy of the acquired location information, high-precision superimposition is possible using a 
high-precision global navigation satellite system (GNSS) receiver. The purpose of this study is to develop a 
location-based MR visualization system using GNSS data; accordingly, this paper presents the system 
development, angle-correction accuracy verification, and application to virtually buried pipe visualization. The 
paper is organized as follows. Section 2 describes the development environment, preprocess, and main process, 
including the accuracy verification of the GNSS receiver used for the MR visualization system. Section 3 presents 
an evaluation of the relationship between the distance between two receivers and the angle correction accuracy, 
thus showing how the distance that achieves the highest accuracy in this system is obtained. Section 4 shows the 
application of the proposed system to virtually buried pipe visualization on campus. Section 5 presents the 
conclusions of this paper and future tasks. 

 
2. MR VISUALIZATION SYSTEM 
 A flowchart of this system is shown in Figure 1. 
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Figure 1. Mixed reality (MR) visualization system flowchart 
 
2.1 Development Environment 

We used Unity as the integrated development environment and MRTK as the development kit. We used 
Hololens2, a head-mounted computer device manufactured by Microsoft (Figure 2). A QZNEO made by the 
CORE GROUP was the GNSS receiver that was used to obtain location information. The communication protocol 
used to transmit position information from the GNSS receiver to Hololens2 was UDP, which can communicate 
with multiple terminals simultaneously and has a higher communication speed than TCP. 
 

 
 

Figure 2. Hololens2 and two global navigation satellite system (GNSS) receivers for visualization 
 
2.2 Receiver Position Information Accuracy of GNSS 

Table 1 shows the definitions of the reception state of this machine (QZNEO file server 2023). To confirm 
the position accuracy of the machine, we measured the change in the received position at two points: open- and 
nonopen-sky environments (Figure 3). In Table 1, the reception state was fixed and floated in open- and nonopen-
sky environments, respectively. Hereafter, we use the numerical notations in the table for the reception condition. 
Figure 4 shows the variation in the position information obtained in each environment. It is shown that the variation 
range of the position information received every second is several centimeters in the open-sky environment. 
Specifically, an accurate superposition is possible in an open-sky environment.  

 
Table 1. Definition of each positional accuracy of the GNSS receiver 

Number Positioning state Estimation accuracy 
0 No positioning  
1 Single positioning 3.0 m 
2 Relative positioning 40 cm 
5 Float (Preliminary stage of real-time kinematic (RTK) positioning) 20 cm 
4 Fixed (RTK positioning completed) 2 cm 
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 (a) Open-sky environment              (b) Nonopen-sky environment 

 
Figure 3. Measurement environment 

 

 
(a) Open-sky environment                 (b) Non-open-sky environment 

 
Figure 4. Range of deviation (m) of the positional information of GNSS receiver 

 
2.3 Preprocessing 

We input the three-dimensional (3D) data of the model to be visualized as visualization information. As 
location information, we input the latitude, longitude, and ellipsoidal height of the superimposed position of the 
model. 
  
2.4 Main Processing 

In the initial setup, when the application was launched, a left-handed coordinate system was constructed 
with the device’s position as the origin, vertically upward direction as the positive y-axis, and the device’s front 
direction as the positive z-axis. During positional alignment, this system’s north direction is along the positive z-
axis, east as the positive x-axis, and vertical as the positive y-axis, using latitude, longitude, and ellipsoidal height 
for calculations. Therefore, as shown in Figure 4, angle correction was performed to match the north and east 
directions with the z- and x-axes, respectively. The size of the azimuthal angle in the front direction of the device 
was calculated from the latitude difference ∆z(m) and longitude difference ∆x(m) of the position information 
acquired by the two GNSS receivers at the application startup. Angle correction was completed by rotating the 
coordinate system by theta around the y-axis. In the corrected coordinate system, the distance from the device to 
the superimposed position was calculated by subtracting the superimposed from the device position information 
and by determining the superimposed position; because the position information was updated every second, it also 
corresponds to device movement. The average value of the positional information acquired by the two GNSS 
receivers was used as the device position. For latitude and longitude, degrees were used as units and converted to 
meters using the circumference formula. 
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Figure 5. Angle correction method 
 
3. ANGLE CORRECTION ACCURACY VERIFICATION 

Because the angle correction is based on position information, its accuracy is affected by the accuracy of 
the acquired position information. Additionally, the magnitude of the effect of the position information error on 
the angle correction accuracy varies depending on the distance between the two receivers. Therefore, we evaluated 
the relationship between the distance between the two receivers and the angle correction accuracy based on 
verification and adopted the distance that achieved the highest accuracy in this system. For visualization, two 
GNSS receivers were installed on top of the Hololens2. Therefore, the maximum distance between two GNSS 
receivers was set to 50 cm. 
 
3.1 Comparison by Measuring the Azimuthal Angle 

First, we measured the azimuthal angle for five distances (that ranged from 10 to 50 cm) for approximately 
20 min each, and compared and evaluated the accuracy based on the range of deviation. As shown in Figure 6, 
when the distance between the two receivers was 30 cm or more, the deviation was low and the accuracy was high; 
conversely, for distances equal to 10 or 20 cm, the range of deviation was large, and the accuracy was low; thus, 
these distances were not considered in the system. 

 

 
 

Figure 6. Deviation (°) for distances in the range of 10–50 cm between the two GNSS receivers 
 
3.2 Comparison by Measuring the Azimuthal Angle 

We also superimposed the model five times for each distance (for distances that ranged from 30 and 50 
cm) and compared and evaluated the accuracy based on the superimposed accuracy of the 3D model after angle 
correction. The results were assessed visually by taking and synthesizing photographs from the same location. As 
shown in Figure 7, the superimposed position is on a white line in the depth direction of the image; the angle-
correction accuracy improved as the distance between the two receivers increased. Therefore, we adopted a 
distance of 50 cm between the two receivers. 
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Figure 7. Visualization results 
 
4. APPLICATION TO VIRTUAL BURIED PIPE VISUALIZATION 
4.1 Implementation Environment 

The implementation environment was around Building No. 1 of the Korakuen campus of Chuo University. 
For actual visualization in a city, multipath interference may occur because of the arrival delay caused by the 
reflection of radio waves by surrounding high-rise buildings, thus making accurate positioning difficult; therefore, 
part of the area with high-rise buildings was adopted, as shown in Figure 8 (Geospatial Information Authority of 
Japan, 2023). The blue area in the figure represents the highest accuracy defined by the GNSS receiver at 4, 
whereas the green area represents 5, and the yellow–green area represents intermediate values. 

The visualization target was a 3D model of a cylinder with a diameter of 0.5 m and a total length of 
approximately 250 m modeled after a water pipe. As an evaluation method for the superimposed accuracy, the 
relationship between the moving distance, position information accuracy, and superimposed accuracy was verified 
and evaluated by measuring the size of the horizontal superimposed position error at seven points, including points 
a to f and point a (after one lap). In this application example, the vertical superimposed position was fixed on the 
ground and only the magnitude of the horizontal error was investigated. Additionally, the usefulness of this system 
was evaluated by performing a similar visualization using the marker-based method used in previous studies and 
by comparing it with the superimposed accuracy. 

 

 
 

Figure 8. Implementation environment 
 
4.2 Application Outcome 

Figure 9 shows the visualization results obtained using our location-based method and the magnitude of 
the superimposed position error measured with a measuring tape at each point. Figure 10 shows the relationship 
between the moving distance, position information accuracy, and magnitude of error in the superimposed position 
at each point and the comparison outcome with the marker-based method. Consequently, the location-based 
method of our system can maintain high accuracy even if the moving distance is large compared with the marker-
based method because the size of the superimposed position error is small even at point a (after one lap). This is 
because the marker-based method senses device movement by acquiring the surrounding feature points with the 
camera of the device and adjusting the superimposed position of the model, whereas the location-based method 
recalculates the superimposed position of the model every second by acquiring the position information of the 



548

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

device. However, because the size of the superimposed position error is large at points d and e, the superimposed 
accuracy decreases if the position information accuracy decreases, compared with the marker-based method. 
 

 
 

Figure 9. Visualization results and the size of the horizontal superimposed position error 
 

 
 

Figure 10. Magnitude of the error of the superimposed position at each tested point 
 
5. CONCLUSIONS 

In this study, we aimed to develop a location-based MR visualization system based on GNSS data through 
system construction, angle correction accuracy verification, and application to virtually buried pipe visualization 
paradigms; the following conclusions were drawn: 

 Longer distance between the two GNSS receivers resulted in a higher accuracy of the angle 
correction 

 The effectiveness of our method was confirmed in an open-sky environment with good GNSS data-
reception conditions. However, in a nonopen-sky environment, where the reception condition is poor, 
the marker-based method was found to be more suitable. 

In the future, we plan to apply this system to various visualization targets, including the sea. 
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Abstract: Augmented Reality (AR), used in conjunction with Building Information Modeling (BIM) models, has 
enabled 3D models and associated information to be used directly on-site. Alignment of AR content is generally 
achieved using fiducial markers, namely QR codes. However, these markers are not suited for construction sites, 
as placement needs constant changes and updates with the progress of the project. Recent studies for BIM and AR 
have also focused on content creation rather than investigating technical advances to improve the practical 
application of AR use in the field, especially towards placement accuracy and stability. This study explored the 
use of Geospatial API which places AR content within a 3D map created by integrating the local GPS coordinates 
of AR devices and the global coordinates attained from Google Street View via a Visual Positioning System (VPS). 
Experiments on a bridge expansion project identified that additional images must be uploaded onto Google Street 
View for remote locations. This study determined the optimal conditions for image number, location, and spacing 
to enhance and secure the performance of Geospatial API in such cases. The results demonstrated that the approach 
obviated the need to first map a space of interest, previously a prerequisite and time-consuming task for marker-
based approaches. 
 
Keywords: Augmented Reality, Building Information Modeling, Geospatial API, Visual Positioning System, 
Projection Stability, Placement Accuracy 
 
1. INTRODUCTION 

Building Information Modeling (BIM), which includes life-cycle information from project design to 
construction and maintenance, provides an excellent medium for enhancing site management. However, since BIM 
models are typically viewed on desktop PCs or laptops, direct access to their data has been somewhat limited. As 
a consequence, their use in the construction stage has been mostly confined to pre-construction services such as 
4D simulations and constructability evaluations. Augmented Reality (AR) enables virtual objects and associated 
data to be overlayed onto real world scenes, allowing for a more intuitive avenue to access the BIM data. Recent 
studies have confirmed that the application of AR technology on construction sites considerably diminishes the 
time and effort required to access and manage project data in the field (Chu et al., 2018). Investigations also showed 
that AR is more effective in recognizing and addressing potential jobsite risks (Huang, 2020; Chai et al., 2019). 

However, the rapid and precise overlap between the actual structure of interest and the AR content has 
remained a challenge. Fiducial markers (e.g., QR code), which are typically used to anchor AR objects onto real 
world scenes, are not suited for construction sites: constantly changing field conditions and time-consuming 
marker placement processes make their use cumbersome and impractical. 

In this study, Geospatial API, Google’s state-of-the-art AR placement method, was proposed to address 
these issues. The Geospatial API enables the placement of AR content within a single coordinate system by 
integrating AR and global coordinates via a Visual Positioning System (VPS). Through multiple experiments on 
a bridge expansion project, this study explored the feasibility and challenges of this technology for enhancing the 
placement stability and accuracy of projections on construction sites. Because bridge projects are often located in 
remote areas, additional images had to be uploaded onto Google Street View for Geospatial API to work correctly. 
This study identified the optimal image number, location, and spacing conditions for enhancing and securing the 
performance of Geospatial API in such cases. 
 
2. RESEARCH BACKGROUND 
2.1 AR Applications in the Construction Industry 

AR has been evaluated as a means to enhance the productivity of the construction industry by allowing 
the virtual overlay of 3D models on actual structures and by readily providing relevant project management data 
on-site. Research and technological development related to AR, used in conjunction with BIM data, have been 
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Abstract: Augmented Reality (AR), used in conjunction with Building Information Modeling (BIM) models, has 
enabled 3D models and associated information to be used directly on-site. Alignment of AR content is generally 
achieved using fiducial markers, namely QR codes. However, these markers are not suited for construction sites, 
as placement needs constant changes and updates with the progress of the project. Recent studies for BIM and AR 
have also focused on content creation rather than investigating technical advances to improve the practical 
application of AR use in the field, especially towards placement accuracy and stability. This study explored the 
use of Geospatial API which places AR content within a 3D map created by integrating the local GPS coordinates 
of AR devices and the global coordinates attained from Google Street View via a Visual Positioning System (VPS). 
Experiments on a bridge expansion project identified that additional images must be uploaded onto Google Street 
View for remote locations. This study determined the optimal conditions for image number, location, and spacing 
to enhance and secure the performance of Geospatial API in such cases. The results demonstrated that the approach 
obviated the need to first map a space of interest, previously a prerequisite and time-consuming task for marker-
based approaches. 
 
Keywords: Augmented Reality, Building Information Modeling, Geospatial API, Visual Positioning System, 
Projection Stability, Placement Accuracy 
 
1. INTRODUCTION 

Building Information Modeling (BIM), which includes life-cycle information from project design to 
construction and maintenance, provides an excellent medium for enhancing site management. However, since BIM 
models are typically viewed on desktop PCs or laptops, direct access to their data has been somewhat limited. As 
a consequence, their use in the construction stage has been mostly confined to pre-construction services such as 
4D simulations and constructability evaluations. Augmented Reality (AR) enables virtual objects and associated 
data to be overlayed onto real world scenes, allowing for a more intuitive avenue to access the BIM data. Recent 
studies have confirmed that the application of AR technology on construction sites considerably diminishes the 
time and effort required to access and manage project data in the field (Chu et al., 2018). Investigations also showed 
that AR is more effective in recognizing and addressing potential jobsite risks (Huang, 2020; Chai et al., 2019). 

However, the rapid and precise overlap between the actual structure of interest and the AR content has 
remained a challenge. Fiducial markers (e.g., QR code), which are typically used to anchor AR objects onto real 
world scenes, are not suited for construction sites: constantly changing field conditions and time-consuming 
marker placement processes make their use cumbersome and impractical. 

In this study, Geospatial API, Google’s state-of-the-art AR placement method, was proposed to address 
these issues. The Geospatial API enables the placement of AR content within a single coordinate system by 
integrating AR and global coordinates via a Visual Positioning System (VPS). Through multiple experiments on 
a bridge expansion project, this study explored the feasibility and challenges of this technology for enhancing the 
placement stability and accuracy of projections on construction sites. Because bridge projects are often located in 
remote areas, additional images had to be uploaded onto Google Street View for Geospatial API to work correctly. 
This study identified the optimal image number, location, and spacing conditions for enhancing and securing the 
performance of Geospatial API in such cases. 
 
2. RESEARCH BACKGROUND 
2.1 AR Applications in the Construction Industry 

AR has been evaluated as a means to enhance the productivity of the construction industry by allowing 
the virtual overlay of 3D models on actual structures and by readily providing relevant project management data 
on-site. Research and technological development related to AR, used in conjunction with BIM data, have been 

carried out in the areas of safety, quality, and process management. 
Park & Kim (2013) proposed a new Safety Management and Visualization System (SMVS), which 

integrates BIM, location tracking, and AR to identify safety risks in construction sites and improve workers' hazard 
perception ability. Kim et al. (2017) developed a system that utilizes wearable devices to provide workers with 
AR-based risk information within the site to prevent safety accidents in advance. 

Mirshokraei et al. (2019) proposed a web-based quality management system that combines BIM and AR, 
allowing real-time quality assessment and data management from a single mobile device on construction sites. 
Hyundai E&C (2020) also developed a quality management platform that visualizes BIM data on-site through AR 
devices to allow better intuition of the work environment. 

AR has also been leveraged to monitor and manage on-site progress. Kim et al. (2018) proposed a way to 
integrate 4D CAD models with AR to visualize construction sequences directly in the field. KICT (2020) 
developed an AR-based process management system that employs BIM drawings with linked process information 
for remote construction site monitoring. 

Despite these studies, AR has seen limited adoption in practice. One of its restrictions stems from the 
difficulty in aligning and maintaining the stability of the AR objects to specific locations in the field. Current 
methods for the alignment of the objects make it cumbersome and also suffer from misplacements. This study 
focused on exploring a novel technique for model projections, i.e., Google’s Geospatial API, and investigating 
specific measures required to ensure projection accuracy and stability. 
 
2.2 AR Projection Method Overview 

AR projection methods are mainly divided into three types: 1) marker-based, 2) markerless-based, and 3) 
projector-based approaches (Marner et al., 2014; Cheng & Chen, 2017). Marker-based approaches are one of the 
most common, utilizing physical markers such as QR codes as the anchor point for model projections. While this 
method provides stable and accurate projections, it has the disadvantage of requiring multiple physical markers to 
be installed at predefined locations. Secondly, markerless methods generate projections by tracking the features of 
local objects in real world scenes and/or by utilizing GPS coordinates, negating the need for separate markers. 
However, it frequently suffers from misalignments and misplacements of its projections. Finally, projector-based 
approaches use proprietary projectors that track, calibrate, and adjust the content to synchronize with physical 
surfaces such as walls, tables, or even people. The method is mainly used on large installations such as museum 
exhibitions and advertising campaigns. While this method ensures accuracy, it is presumed unsuitable for use at 
construction sites as it requires a separate projector and exhibits poor visibility in areas of high illumination. 

The Geospatial API employed in this study is a type of markerless approach. It obviates the need for 
physical markers by incorporating a novel coordinate placement technique called the ‘Visual Positioning System’ 
(VPS). VPS utilizes computer vision algorithms to analyze images from a device’s camera to create a 3D map, 
and then identifies the user’s location and orientation. This is achieved by one or more of the following methods 
employed in VPS (Jeong&Jeong, 2021): 

• Structure-based localization: this method estimates location by generating a 3D structure of the 
physical environment. The approach entails comparing and matching the device’s 2D camera images 
with a 3D model derived from point cloud data, enabling the precise determination of the user’s 
location.  

• Image-based localization: this method estimates location using visual features of images. The 
approach entails matching images from the device’s camera with those archived in large-scale 
databases, which could be derived from big data-enabled social networks or street view, enabling the 
precise determination of the user’s location. 

• Learning-based localization: location is estimated from images using deep learning algorithms. This 
approach entails training the algorithms on a substantial amount of image data, which then form the 
basis for analyzing images captured by the device’s camera, enabling precise user location 
determination. 

It is worth noting that VPS are distinguished from Visual Place Recognition (VPR) systems, which are 
principally concerned with identifying a specific place and distinguishing it from others, and thereby facilitating 
self-localization. VPR is predominantly utilized in robotic systems, and autonomous driving systems, etc. In 
contrast, VPS places significant emphasis on tracking the user’s location and orientation in real-time based on 
images and is mainly used in AR applications and indoor navigation systems.  

In the implementation of VPS, the three methods above can either be employed concurrently or selectively, 
depending on the specific situation at hand. Although the precise selection among the three methods utilized by 
VPS in the Geospatial API has not been publicly disclosed, it has been ascertained that the system leans on image-
based localization methods. The subsequent section elaborates on how Geospatial API operates in conjunction 
with VPS.  
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2.3 Geospatial API With VPS 
Geospatial API is a part of Google’s ARCore, an SDK for developing AR applications. Geospatial API 

combines the local GPS coordinates of AR devices and the global coordinates attained from Google Maps to 
determine an accurate single coordinate for content placement. The technique, referred to as ‘Global localization,’ 
in effect allows ‘cloud anchors’ to be generated at a global scale, which previously could only work in local, indoor 
environments (Figure 1). More specifically, the technique is executed using the following steps: 

• First, Geospatial API utilizes VPS to identify the location and orientation of the AR device via images 
from its camera. VPS uses computer vision algorithms to analyze real-world images from the camera 
of the AR device to create a 3D map of the surroundings. This map consists of a single coordinate 
system created by extracting and mapping point cloud data from the device’s camera view with those 
stored in Google Street View images. The device’s camera view includes the user's location 
information, which is determined based on the local GPS coordinates of the device, while the Google 
Street View image data contains Google Earth's geographic coordinates, i.e., the information of real-
world locations. Using the map created in this manner, the surrounding environment is analyzed, and 
the precise placement of AR objects in physical space is achieved by determining the device’s 
position and orientation in real-time. 

• Secondly, the specific latitude, longitude, and altitude of the generated single coordinate system are 
designated as anchors for the AR object. Anchors refer to a point or coordinates used to fix an AR 
object at a specific location in the real world to ensure its consistent placement. Through this process, 
the AR object is projected at the designated coordinate. Geospatial API tracks real-time changes in 
the user's location and direction while the AR device moves so that the AR object can be fixed to the 
pre-designated location. 

The VPS relies on images in the Google Street View database to locate its coordinates, and therefore 
having multiple images of the real world subject, and its nearby surroundings is a prerequisite for Geospatial API 
to operate correctly. Consequently, VPS works well in urban areas where Google Street View contains abundant 
images of the location of interest. However, this is often not the case in remotely located construction sites. 

In such cases, new images need to be taken of the location of interest and loaded onto Google Street View. 
A goal of this study was then to specifically determine the number, spacing, and location of the images required 
to get the required placement accuracy. 

The performance indicators of the Geospatial API include ‘Horizontal Accuracy (HA)’, ‘Vertical 
Accuracy (VA)’, and ‘Heading Accuracy (HDA)’. These represent the range of error in the ‘latitude and longitude, 
altitude, and bearing angle’, respectively, as perceived by the device relative to the current location, with smaller 
values indicating a more precise coordinate (ARCore, 2023). Through several validations, it was observed that a 
small value of HDA correlates with small values of VA and HA simultaneously. Considering that the VA and HA 
fall within a one-meter range when HDA is less than 10 degrees, this HDA value was deemed appropriate and was 
used as the target value in our study. 
 

 
 

Figure 1. Geospatial API -based AR object projection process 
 
3. AR SYSTEM USING GEOSPATIAL API FOR SITE MANAGEMENT 
3.1 System Development and Overview 

To apply Geospatial API on the construction site, a BIM-based AR system, termed AROS1, was developed 
and optimized for use with Apple's iPad Pro2. The system was developed using Unity3D, which converts BIM 
models to 3D meshes that can be visualized in AR devices. Apple’s AR Kit was used as the SDK to develop the 

 
1 Augmented Reality On-Site (AROS) 
2 Specs of iPad Pro: Wi-Fi version, A12Z Bionic chip, 12.9-inch 
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1 Augmented Reality On-Site (AROS) 
2 Specs of iPad Pro: Wi-Fi version, A12Z Bionic chip, 12.9-inch 

user interface. Geospatial API was subsequently mounted as the model anchoring and projection method, which 
was also implemented in Unity 3D. 

AROS was developed with the goal of providing the information needed for safety and quality inspections 
for infrastructure projects. AROS provides AR objects and inspection checklists on the screen and also allows 
measurements and on-site images to be taken and stored. These functions enable site personnel to perform 
inspection tasks as well as save the inspection results. 
 

 
 

Figure 2. UI for AROS, the BIM-based AR system 
 
3.2 Initial Testing of Geospatial-based AR System 

For Geospatial API to be effective, the projected models need to be correctly placed even when users 
move through a site and also exhibit minimal projection errors between the actual structure and the model. 

A railway bridge project, (Wolgot-Pangyo line, Korea) which involved expanding its lanes, was selected 
as an initial test subject. The section of the railway bridge used had a span of 71.64 meters and consisted of 12 
piles, two piers, two copings, nine girders, and five slabs. AROS, mounted with Geospatial API, was used to place 
a virtual model of the expansion portion of the bridge adjacent to the existing structure. 

Figure 3(a) shows the correct placement of the AR object in relation to the existing structure. However, 
as shown in Figure 3(b), the projection was way off the mark. Multiple tests recorded HDA measurements above 
40 degrees, much higher than the 10 degrees limit. The tests also showed that the placements were unstable when 
the AR device was moved to different locations. 

The problem lay primarily in the insufficient number of images stored in Google Street View, which was 
attributed to the site’s remote location. Unfortunately, Geospatial API does not document the number of images 
required nor the appropriate locations and spacing needed. Thus, these values needed to be attained through a trial 
and error process.  
 

  
(a) Projection plan of AR object (b) Projection result of AR object 

 
Figure 3. Plan and result of Geospatial API-based AR object projection 

 
 



554

Proceedings of the 5th International Conference on Civil and Building Engineering Informatics

4. IMPROVEMENT OF PROJECTION STABILITY AND PLACEMENT ACCURACY 
4.1. Experiments for Attaining the Optimal Image Number, Location, and Spacing  

To deduce the optimal number, location, and spacing of images, an experiment was conducted in which 
the number of registered images was increased consecutively with equal spacing and measuring the HDA at each 
increment. A series of locations were preselected from which the images would be taken. The selected locations 
did not have images registered on Google Street View.  

An open area measuring 629.2𝑚𝑚𝑚𝑚2 was selected as a test site. The size of the area was used as it would 
approximate the size of a single bridge span. Two images at specific points at regular intervals of five meters 
spacing in a grid formation were taken, loaded onto Google Street View, and subsequently measured for their 
HDA Table 1 shows the rounds of tests performed and the average HDA for each round, with a red dot indicating 
the data registration point. Results showed that at least 15 street view images were needed for the HDA to measure 
less than the minimum requirement of 10 degrees. As shown in the table, the actual had for this round measured 
at 6.1 degrees.  
 

Table 1. Test results for deriving an appropriate number of registered image data 
Validation round 1 2 3 4 

Number of image 
data registrations 

No. of image: 1 No. of image: 3 No. of image: 5 No. of image: 7 

Average of 
heading accuracy 

36.6° 34.7° 33.2° 25.1° 
Conformity to the 

accuracy range X X X X 

Validation round 5 6 7 8 

Number of image 
data registrations 

No. of image: 9 No. of image: 11 No. of image: 13 No. of image: 15 

Average of 
heading accuracy 

21.2° 17.3° 10°~15.3° 6.1° 
Conformity to the 

accuracy range X X X X 

 
4.2. Validation of Projection Performance Improvement 

For the railway bridge, a total of 28 images at five meters intervals were taken in a similar grid pattern 
and subsequently registered on Google Street View. HDA measurements ranged between one and four degrees. 
Tests on site also confirmed that the projections maintained its correct position even when the user moved to 
different locations underneath and around the bridge structure. However, as shown in Figure 4(a), projection errors 
ranging from a minimum of one to a maximum of two meters still persisted.  

The misplacement was found to be due to the errors in GPS coordinates provided by the iPad Pro used as 
the AR device. Because the version of the iPad Pro deployed did not have its own GPS tracking chip, it used Wi-
Fi signals to provide approximated GPS coordinates. These approximations caused errors in the coordinates 
ranging between ±10 meters. This issue was resolve simply by upgrading the hardware. Specifically, a cellular 
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model of iPad Pro3 , which was equipped with its own GPS tracker, was used to test the placement accuracy once 
more. The results showed that this time around, the HDA was within three degrees, with an error range of less than 
one meter (Figure 4(b)). 
 

  
(a) Result using the device without a GPS chip 

(iPad Pro’s Wi-Fi model) 
(b) Result using the device with a GPS chip 

(iPad Pro’s cellular model) 
 

Figure 4. Result of placement accuracy improvement on site 
 
5. CONCLUSIONS  

This study explored the applicability of Geospatial API, a state-of-the-art AR markerless projection 
method for use on construction sites. The markerless approach had the advantage of obviating the need for fiducial 
markers, which originally made it cumbersome and impractical to use AR devices in the field.  

The initial validation of Geospatial API in a bridge construction site revealed that the lack of images of 
the target location resulted in severe deterioration of projection accuracy and stability. This issue arose from the 
Geospatial API's reliance on using VPS via Google Street View. Experiments were conducted to determine the 
minimal number, optimal location, and spacing of images needed to reduce HDA to within 10 degrees. Repetitive 
tests on an open area showed that at least 15 images taken at five meters intervals in a grid pattern were needed to 
satisfy the requirement. 

For the bridge, 28 images using the same grid formation were taken and uploaded to Google Street View. 
Subsequent projections demonstrated that placement stability was obtained at multiple perspectives around the 
bridge structure. However, the projections still revealed offset errors to the actual structure ranging between one 
and two meters. The issue was identified as miscalculations encountered in the GPS coordinates within the AR 
device. This was identified as a hardware problem, which was easily solved by upgrading the AR device with its 
own GPS and processor. Follow up tests revealed projection errors reduced to less than one meter, with HDA 
values also a complaint three degrees. 

The experiments provide an initial validation and applicability of incorporating a Geospatial API-based 
AR projection approach for construction sites. The study contributes specifically by identifying the number and 
structural disposition of the images needed for obtaining placement stability using the novel technology. The study 
also revealed the need for higher performing GPS hardware to minimize placement errors.  

Although Geospatial API requires these additional steps, its advantage in obviating the need for marker-
based approaches has the potential to make it convenient and easy to use AR technologies in the construction 
domain. In this regard, our study contributes to the advancement of AR in the construction industry by formalizing 
the adoption of a novel markerless method for on-site project management. 

Future work includes using video images and loading it to Google Street View in lieu of individual images. 
This method was recently opened by Google and should allow much larger amounts of image data points to be 
utilized by Geospatial API. Application of the technique also be needs to be implemented for other infrastructure 
such as roads or tunnels, where distinct structural features may be less defined compared to bridges.  
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Abstract: Building inspections have always been required to serve as a quality check to ensure that constructed 
building elements comply with national and local standards. Some of these checks involve dimensional checks 
such as checking for minimum headroom or clear widths. These checks are often done as spot checks using a tape 
measure. The efficiency of such checks could potentially be improved with new technology such as the use of 
Mixed Reality (MR) solutions that have in-built native sensors. Current and previous research for MR in the 
construction industry involves using MR for visualizing designs, facilitating information transfer in construction 
management, training construction workers, or operations and maintenance purposes. The objective of this 
research is to identify the accuracy of automatically computed dimensional checks in MR against dimensions 
measured from generated meshes, against ground truth. The results computed by the MR application are compared 
with dimensions measured from the exported mesh object in Computer-aided Design (CAD) to determine the 
accuracy of the MR-generated dimensions. Preliminary results show that MR-generated dimensions are generally 
accurate in conditions where meshes have sufficient coverage, but are not accurate when identified surfaces are 
too small to generate proper meshes. Future research includes ways to improve the accuracy of dimensional checks 
for smaller surfaces.  
 
Keywords:  Wearable technology, Mixed reality, Smart inspection, Digital inspection, Construction inspection 
 
1. INTRODUCTION  

Building inspections are always done after a building is constructed to ensure contractors have constructed 
buildings according to national or local standards. These inspections involve checks such as dimensional 
clearances, verticality checks, flatness checks, etc., to ensure buildings are safe and serviceable for the general 
public (Fakunle et al, 2020). Inspection checks are usually done by multiple experts visually, with the help of 
measuring tools, which can lead to inconsistencies due to the heavy reliance on the human factor (Prieto et al, 
2021). With investments in construction technology increasing over the years (Bartlett et al, 2020), technology 
could potentially be used to improve the accuracy and efficiency of inspections. A state-of-the-art review on 
Mixed-Reality (MR) applications in the Architecture, Engineering, Construction, and Operations (AECO) industry 
found that 49% of such research focused on applications in the construction phase including using MR for site 
monitoring and inspections; for construction simulations; as a training tool for assembly; or for improving 
construction safety (Cheng et al, 2020). The studies cited in the review relating to inspections generally require a 
Building Information Model (BIM) for comparison of design BIM with real-world data (Kwon et al, 2014; Nguyen 
et al, 2021; Zhou et al, 2017). However, BIM might not always be available for every construction project, and 
checking against design BIM assumes that the design BIM already complies with building code standards.  

Koshelham et al (2021) reported that headsets with mapping capabilities had significantly higher 
efficiency and flexibility to map indoor environments compared to laser scanning technologies, and that centimeter 
accuracy can be achieved while experimenting using the Microsoft Hololens. However, since then, newer eyewear 
with improved sensors and processors have been released in the market that could potentially achieve better 
accuracy. In this study, the use of an MR head-mounted device (HMD) with edge computing is proposed to 
automatically compute dimensions for building staircase components that can be checked against building codes. 
Staircase components were selected due to the complexity of the required dimensional checks such as riser height, 
tread depth, staircase width and headroom, as opposed to general clear corridor widths, or ceiling height clearances. 
The computed dimensions are compared against raw data exported from the MR HMD and actual site-measured 
data to evaluate the accuracy of the results, then to determine the potential for on-site implementation of MR 
building dimensional checks against building code compliances.  
 
2. METHODOLOGY 

The overall flow of the analysis is shown in Figure 1. Manual measurements using common construction 
measurement tools will first be done to obtain control dimensions. For edge computing to be possible, an 
untethered MR HMD compatible application will be developed where its function will be to analyze sensor data 
collected by the MR HMD, and display data according to user’s requirements. The application will perform an 
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algorithm to identify staircase features and calculate feature dimensions, referred to as MR-computed dimensions, 
from the captured data for compliance checks. Subsequently, the data collected is then exported for manual 
processing to validate the dimensions computed by the MR application. Both MR and post-processed dimensions 
will be compared against the control dimensions to determine the accuracy of the computed results against 
measured results.  
 

 
 

Figure 1. Overall research methodology 
 
2.1 Defining Staircase Components 

Each staircase component to be measured is shown in Figure 2.  
 

 

  
 

Figure 2. Staircase components to be measured 
 
2.2 Manual Measurements 

The measuring tools used to obtain the control measurements consist of a metal 5-meter tape measure and 
a laser measure. The tape measure is used when measuring shorter lengths such as the riser height, tread depth and 
tread width, while the laser measure is used for measuring longer lengths, such as headroom.  

Measurements will be taken at the left, center and right edges of each tread for riser height, tread depth 
and headroom, to account for minor variations in workmanship. The average value is then used as the baseline 
value. However, due to the small surface of each tread depth-wise, only a single value will be taken for staircase 
width.   
 
2.3 MR Application Computed Measurements 

An MR device that has native sensors and edge computing capabilities is required for this research 
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application. A software application will then be developed to read the data gathered from the native sensors, 
understand the scene, and compute the data to give dimensions of the various staircase components. The results 
obtained from the MR application will be used for compliance checks. 
 
2.4 Post-processed Data for CAD Measurements 

The gathered data from the MR device's sensors is exported for further processing by extracting vertex 
points of the mesh. Points are visually grouped into categories such as wall, ceiling, landing, and treads, with the 
latter further subcategorized by elevation values for riser height computation. Subsequently, best-fit lines or 
median values are used to demarcate virtual boundaries of the tread surfaces and staircase soffit surfaces. The 
computed dimensions are then measured in CAD. 

 
2.4 Evaluating Measurements 

International Organization for Standardization (ISO) standards define accuracy as the closeness of 
agreement between a test result and the accepted reference value; and trueness as the closeness of agreement 
between the average value obtained from a large series of test results and an accepted reference value (ISO, 1994). 
The results from the manual method of measurement, which is the current commonly used method in the industry, 
will be taken as the reference value for evaluating the accuracy and trueness of the results obtained from the MR 
method and CAD method.  
 
3. APPLICATION AND RESULTS 
3.1 MR HMD and MR Application  

An application was developed in Unity for the Microsoft Hololens 2 using the Microsoft Mixed Reality 
Toolkit (MRTK) and the Scene Understanding Software Development Kit (SDK). A summary of the technical 
specification of the Hololens 2 is presented in Table 1 for reference, and a high-level overview of the software 
architecture is presented in Figure 3. The Scene Understanding SDK acts as a communication layer between the 
application and the Scene Understanding runtime, generating meshes that classifies real world surfaces into 
components (Scene Understanding SDK overview, 2022).  

 
Table 1. Hololens 2 Technical Specification1 

Component Specification 
Processor Second-generation Microsoft custom-built holographic processing unit 
System on chip Qualcomm Snapdragon 850 Compute Platform 
Operating System Windows Holographic OS 
Memory 4GB LPDDR4x system DRAM 
Storage 64GB UFS 2.1 
Display See-through holographic waveguide lenses at 2k resolution 
Sensors 4 visible light cameras for head tracking 
 2 infrared cameras for eye tracking 
 1MP Time-of-Flight depth sensor 
 8MP RGB Camera, 1080p 30fps video capability 
Connectivity Wi-Fi, Bluetooth 5.0, USB-C 
Weight 566 grams 
Battery Life 2-3 hours of active use 

  

 
 

Figure 3. MR Application Architecture Overview2 
 

1 About Hololens 2. March 13, 2023. Retrieved from https://learn.microsoft.com/en-us/hololens/hololens2-
hardware on May 06, 2023.  
2 Adapted from S. Stachniak, Microsoft. (2020, June 9). Digitizing the physical world: An intro to Mixed Reality 
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3.1.1 Automated Calculation using Sensor Data 
The Scene Understanding SDK generates SceneObjects, made up of Quads that represent real world 

surfaces (Scene Understanding SDK overview, 2022). The software queries the position of each Quad, sorts them 
into lists, then calculates the distance between the positions of each Quad to obtain riser heights. The extents of 
each Quad are also queried to report the length and width distances. Since staircase soffits are typically sloping 
surfaces, Raycast (Physics.Raycast, 2023) is used so that it can report the distance between the origin and the point 
it intersects with a ceiling surface to give the headroom value. Objects are then spawned for visualization of these 
dimensions as shown in Figure 4. The staircase used in the experiment, as well as the mesh generated from 
Hololens 2 is shown in Figure 5. 

A manual point-to-point measurement was also built into the application for cases where dimensions could 
not be automatically computed.  

 

 
 

Figure 4. Riser Height and Staircase Width Dimensions (left) and Headroom Dimensions (right) 
generated in MR  

     

   
 

Figure 5. Staircase flight at Osaka University (left) and generated mesh from Hololens 2 (right) 
 
3.2 CAD Measurement  

The mesh generated by the Hololens 2 was exported as a .obj file and Rhino software was used to extract 
the vertices of the mesh triangulation into a points file in .csv format. The points were then imported into Civil 3D, 
rotated to match the axes as shown in Figure 6. Stray points occurred mostly on the left edge of the tread, where 
there is a void between the railing and the floor. The scene understanding runtime attempted to close up the mesh, 
resulting in these stray points beyond the railing as seen in Figure 5.  

In Figure 6, points belonging to the wall are presented in pink and the representative reference is obtained 
by computing the best-fit line along the wall points. The handrail on the right side of the flight, and railing on the 
left side of the flight is represented in purple. It is known that the staircase width is 1.385m from manual 
measurement, and a line is offset to represent the leftmost edge of the staircase. Due to the stray points, utilizing a 
best-fit line on the left edge of the staircase flight will not produce relevant results. Hence, in this experiment, 
staircase width was unable to be determined.   

In Figure 6, treads were presented in alternating green and blue colors, landings in orange, and other points 
in red. Points were initially categorized using a search criterion of +/- 20mm from the reference elevation. 
Subsequently, tread edge best-fit lines were computed using the outermost points that satisfy this search criterion. 
Left, middle and right dimensions are measured in CAD, and averaged to obtain the tread depth for comparison. 
Subsequently, points within the boundaries of these best-fit lines, regardless of the initial +/-20mm criterion were 

 
Scene Understanding [Video]. Microsoft. https://learn.microsoft.com/en-us/shows/mixed-reality/digitizing-the-
physical-world-an-intro-to-mixed-reality-scene-understanding   

Stray mesh 
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added to their respective riser group of points. Each group is further subdivided into 3 regions – left, center and 
right equally along the staircase width for further analysis to determine if the stray mesh affects the results. Riser 
heights were computed taking the median of each sub-group’s point elevation. Using the coordinates of each tread 
edge point at left, center, right, into the equation of the best fit line, the headroom elevation is computed, and 
subtracting the riser elevation would give the headroom value at each staircase region.   

 
 

Figure 6. Categorized points extracted from Hololens 2 mesh – plan view, isometric view 
(bottom left), elevation view (bottom right) 

 
3.2 Measurement Results  

The percentage error comparison for tread depth, riser height and headroom measurements between the 
MR application computed dimensions and the CAD measurements against the reference measured dimensions are 
presented in Figure 8, Figure 9 and Figure 10 respectively. As shown in Figure 4, the MR application was unable 
to compute the staircase width or tread depth automatically, reporting a 0.000m width. Manual measurement in 
the application relies on the user placing 2 points, which are represented as spheres on the meshes that were 
generated. Obtaining tread depth measurements by pointing right at the edge of each mesh to obtain MR manual 
measurement was not feasible, and hence was not computed.  

 
4. DISCUSSION 
4.1 Accuracy of Vertical Measurements - Riser Height & Headroom 

The results presented in Figure 9 show that the MR measurements generated for riser heights vary between 
-2.9% to a maximum of 3.4% when comparing riser height values. This corresponds to a value of 5-6mm difference 
with the reference value of 177mm. While regulatory code allows for riser heights up to a maximum of 180mm 

Origin 
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(Hasegawa, n.d), the results suggest that due to the error generated by the MR application, should the MR app be 
used for compliance checks, there might be instances where the MR application will report a non-compliance case. 
Table 2 presents the instances of non-compliance readings as compared with the readings taken using traditional 
methods. Figure 9 also shows that the trueness of the computed measurements is better than the results obtained 
from CAD measurements. Such inaccuracies may be attributed to the subjective nature of inspections where Phares 
et al (2004) established that there is significant variability in reporting the condition state of a bridge inspection. 
Similarly, when using a tape measure to take “actual” readings, there is a possibility of human error as humans are 
unable to perceive differences in millimeters without the aid of more precise tools. Previous research has also 
shown that inaccuracies when using conventional measuring tools may have contributed to reported defects that 
may actually fall within allowable construction tolerances (Talebi et al, 2021).  

From Figure 9, the largest errors result from the left region of the stairs. This large error is largely 
attributed to the stray mesh as shown in Figure 5.  

The measurements of headroom reflect similar results as riser height measurements where MR application 
readings were found to be more accurate than CAD-measured readings. However, since the staircase was 
constructed more than the required standard of 2.1m (Hasegawa, n.d), useful results could not be obtained to 
compare occurrences of non-compliance. Figure 10 also shows that the left region of the stairs has the largest 
errors compared with the center and right region, but does not differ as much as riser height values.  

 

 
 

Figure 8. Percentage error against measured values between CAD-computed tread depth 
 

 
 

Figure 9. Percentage error against measured values between MR readings and all CAD-computed riser heights 
(Left), MR readings and CAD-computed average riser heights (Right-Top), CAD-computed left, right and center 

riser heights of staircase flight (Right-bottom). 
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Figure 10. Percentage error against measured values between MR readings and all CAD-computed headroom 
(Left), MR readings and CAD-computed average headroom (Right-Top), CAD-computed left, right and center 

headroom of staircase flight (Right-bottom). 
 
4.2 Accuracy of Horizontal Measurements - Tread Depth and Staircase Width 

Due to the large number of stray points on the left edge of the staircase, plotting a best-fit line to determine 
the staircase width would not give a reasonable staircase width. Hence, data points beyond +50mm from the known 
staircase width of 1.385m were excluded from the analysis. The difficulty in clearly identifying the left edge of 
the staircase using data could be the reason why the MR application could not compute staircase width results as 
well.  

Best-fit lines were drawn on the perceived edge points of each tread as shown in Figure 4. The average 
value of the dimensions is taken as the tread depth measurement for comparison. The largely manual process of 
identifying which points shall form the best-fit line, and the large variability of computed tread depth could be the 
reason why the MR application could not compute the tread depth automatically using the spatial map. Nonetheless, 
Table 2 shows that the proposed method of measuring tread depth in CAD gave largely inaccurate results, and the 
measured tread depths were largely less than the conventionally measured reference values.  

 
Table 2. Occurrences of non-compliance from measured results 

Staircase 
Component 
Measurement 

Riser Height Headroom Tread Depth 
MR 

Measure-
ment 

CAD 
Measure-

ment 

MR 
Measure-

ment 

CAD 
Measure-

ment 

MR 
Measure-

ment 

CAD 
Measure-

ment 
No. of Non-
compliances 3 1 0 0 NIL 8 

% of Non-
compliances 27.3% 9.1% 0.0% 0.0% NIL 72.7% 

No. of Non-
compliances by 
Ref. measurement 

1 0 0 

% of Non-
compliances by 
Ref. measurement 

9.1% 0.0% 0.0% 

 
Khoshelham et al. (2019) reported that HoloLens 1, the predecessor of HoloLens 2, had a plane-fitting 

precision of 22.5mm and a mean distance of approximately 50mm compared to a registered laser scanner point 
cloud. In this study, automated riser height dimensions computed using the MR application showed an error within 
+/-6mm, while headroom measurement errors were closer to the reported accuracy of about 50mm. The percentage 
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error observed fell within a range of +/-5% in both measurements suggesting that there might be compounded 
error due to the surface of interest being farther from the headset user. The larger value of error that was observed 
on the sloping surface could be attributed to errors either in mesh generation, or human error when taking 
measurements over longer distances using conventional measuring tools since CAD measured dimensions utilizing 
the exported mesh on landings, i.e., flat surfaces, gave almost zero error. The MR application could not compute 
headroom dimensions on landings, likely due to a programming error that needs further study. 
 
5. CONCLUSIONS 

The study showed that a spatial map generated by an MR device could be used to compute dimensions in 
an MR environment and yielded an accuracy of up to +/-5% when computing vertical measurements. This suggests 
that measurements in MR could result in larger errors when measuring longer distances. However, the larger 
distance measured in this study was of a sloping surface, which could also be a reason for the larger errors 
encountered.  

Although vertical measurements were computed successfully using the MR application, it was unable to 
compute horizontal distances. This limitation may be attributed to a large number of stray points observed in the 
exported mesh generated by the MR device, likely due to the void between the staircase railing and flight. 
Additionally, difficulty in identifying a clear boundary for each tread likely hindered the computation of tread 
depth. This was further evident during manual attempts to obtain best-fit lines for tread boundaries using the 
exported mesh, which yielded rather inaccurate tread depth measurements as well. Future research will focus on 
identifying more accurate methods for determining tread boundaries and incorporating this logic into the MR 
application to compute horizontal measurements. 
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Abstract: In the past decade, the drawings of construction projects' standard fire evacuation routes are usually 
presented in two-dimensional (2-D) views to explain the construction area and evacuation routes. Common users 
find it difficult to interpret the 2-D drawings quickly, accurately determine their position within the building, and 
choose the appropriate evacuation routes. Thus, in the event of a fire, the construction project can lead to damage 
and result in numerous fatalities and injuries among the workers. Nowadays, Visualization technology such as 
Building Information Modeling (BIM) and Augmented Reality (AR) are used in construction projects to create 
construction in a three-dimensional (3-D) visualization. This study aims to develop a prototype application that 
combines Building Information Modeling (BIM) and Augmented Reality (AR) to improve the fire evacuation 
system and provide real-time access to information for evacuating from hazardous locations. A marker-based 
location system was implemented, using a marker as a spatial index to link the physical location and virtual 
information. The results showed that the proposed system could provide real-time access to information such as 
the current location, exit, distance of the shortest route from the current location to the destination, and virtual 
green line, voice, and arrow direction for evacuation guidance. Regarding obstacle avoidance, the proposed system 
recommended the appropriate evacuation route to the user in real-time. Therefore, this proposed system is effective 
and convenient for decision-making, helping users find destinations quickly and efficiently.  
 
Keywords:  Fire Evacuation System, Building Information Modeling, Augmented Reality 
 
1. INTRODUCTION  

Construction projects, in particular, are prone to high numbers of fire accidents compared to other phases 
in the construction project lifecycle. Fire is one of the six fatal accidents in the construction sector. In addition, fire 
accident is growing in economic loss, loss of life, and social impacts such as the incapacity to work due to an injury 
(Lee et al., 2014). According to statistics from 2012 to 2018, the Bangkok Fire and Rescue Department responded 
to an estimated average of 889 reported structure fires yearly (D.o.E, 2021). These fires caused an average of 20 
civilian deaths and 152 civilian injuries (Kanangkaew et al., 2023). In addition, many construction project fires 
occurred during this period and caused severe damage to users. Therefore, evacuating people to a safety zone in 
most emergency management becomes a crucial step. Furthermore, because of the characteristics of construction 
phases, continuously changed workplaces, the number of occupants, spaces, and evacuation routes change from 
one day to another (Marzouk & Daour, 2018). Furthermore, the construction site has less protection, such as fire 
alarms, sprinklers, smoke detectors, and other fire suppression systems that have not been implemented. Therefore, 
evacuation conditions in the construction phases differ from the other phases, and the disasters are becoming 
diverse (Cheng et al., 2016) and challenging to predict the appropriate evacuation routes. 

Generally, Construction site environments have many temporary works and continuously changed 
workplaces, which means the number of occupants, spaces, and evacuation routes change from one day to another 
(Marzouk & Daour, 2018). Furthermore, evacuation routes cannot identify locations due to continuously evolving 
workplaces obstructed hallways from materials and equipment. The lack of identification of evacuation routes on-
site frequently results in additional cost growth schedule delays during construction phases (Choi et al., 2014). 
However, in the common evacuation routes in construction projects, the drawings were usually guided in two-
dimensional (2-D) views to explain hazardous areas and evacuation routes. Therefore, common users cannot 
interpret the drawings quickly, understand their position within the building, and select appropriate evacuation 
routes (Wang et al., 2014). Recent relevant research has identified the cause of a high proportion of emergency 
casualties as a direct link with the delayed evacuation service of the facility (Fahy & Proulx, 2001), which the lack 
of real-time information updates can cause such as building users in an emergency cannot get the real-time location 
evacuation route (Wang et al., 2014). To reduce the number of injuries and fatalities from fire accidents in 
construction projects, it is essential to prepare safety evacuation tools and guidelines to direct workers and staff to 
evacuate as fast and safely as possible from the hazard location. 

This study aims to create a prototype application that combines Building Information Modeling (BIM) 
and Augmented Reality (AR) to improve the fire evacuation system and provide real-time access to information 
for evacuating from hazardous locations. 
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2. LITERATURE REVIEW 
2.1 Fire Emergency Procedures 

Efficient fire evacuation is one of the most critical primitive responses to a possible emergency situation 
(Chen et al., 2017). However, the building's environment constantly changes, disasters are becoming more diverse 
and challenging to predict, and evacuation routes cannot be identified due to obstructed hallways caused by 
materials and equipment in the workplace. Therefore, predicting potential hazards when a fire occurs in 
construction projects is difficult. Despite the constraints in work conditions, the researcher still developed tools in 
this process to protect construction workers and staff from fire accidents. 
 
2.2 Visualization Technology in The Construction 

According to Hosseini & Maghrebi (2021), visualization technology is an effective communication tool 
for fire evacuation systems in construction projects. Its advantages include the ability to display complex data in 
an easily understandable way, visually identify hazard areas, facilitate decision-making, and promote interaction 
between staff and engineers to solve problems. 
 
2.3 Building Information Modeling (BIM) 

Building Information Modeling (BIM), as defined by international standards, is a shared digital 
representation of any constructed object's physical and functional characteristics, which serves as a dependable 
foundation for decision-making. It is considered one of the most significant recent developments in the architecture, 
engineering, and construction industry and is particularly valuable for high-rise and complex buildings. BIM 
facilitates visualization and coordination of work, error avoidance, clash detection, safety management 
improvement, and communication and productivity enhancement (Han et al., 2009) in construction projects. It 
encourages integration and collaboration, linking applications effectively across various building life cycle stages 
through shared information (Wang et al., 2014). Building Information Modeling (BIM) also enables virtual 3-D 
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engineers and architects, typically do not use BIM technology, which can be difficult to understand. Therefore, 
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on the real world and achieve a natural interaction between the user and their environment (Cheng et al., 2017), 
making it easier for workers and staff to understand information.  
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3.1 Project Framework 
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system in real-time. Additionally, this study posits that this can be used as an effective tool for supporting decision-
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Figure 1 demonstrates the framework of the proposed system. Seamless information exchange was a 
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an Autodesk Filmbox (FBX) file format and integrated into the Unity game engine to create a virtual model in the 
virtual environment. This virtual model generates a dataset of fire exits and markers, which display the user's 
location in the virtual environment. Then, scripts are used to calculate the shortest evacuation route and obstacle 
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Figure 1. The framework of the proposed system 
 
3.2 BIM Authoring 

A prototype application combining Building Information Modeling (BIM) and Augmented Reality (AR) 
was implemented to demonstrate the proposed framework. For this study, the proposed system was used for people 
to evacuate from an existing building. Therefore, the Department of Civil Engineering Building at Chulalongkorn 
University was selected as a case study. This five-story building is used for classrooms, offices, and meeting rooms, 
with a total area of 5,832 square meters and a height of 26 meters. First, a 3-D model of the building's architecture 
was created with a Level of Detail (LOD) of 300 using Autodesk Revit 2019 based on as-built drawings. As a 
result, the room and exit locations in the 3-D model are the same as those in the real world. Next, the IFC file 
format was utilized to save the 3D model, which was then converted to the Autodesk Naviswork (NWD) file format 
and saved in the Autodesk Filmbox (FBX) file format, as shown in Figure 2. 

 

    
 

 (a)      (b) 
 

Figure 2. The 3-D model of the Department of Civil Engineering Building at Chulalongkorn University. 
 
3.3 Linking the FBX Model and the Unity Game Engine 

The primary platform used for creating the application and integrating visualization technologies such as 
Building Information Modeling (BIM) and Augmented Reality (AR) was the Unity game engine, a cross-platform 
toolkit developed by Unity Technologies for creating video games and simulations for computers, consoles, and 
mobile devices. Additionally, this study utilized a previously developed method of linking a digital model to 
support the integration of the information in the 3-D model, including 3-D rendering, physics, and collision 
detection, which was established using the FBX file format and incorporated programming with C# scripting in 
combination with other related classes and APIs. 
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Figure 3. A virtual environment of the building was created using the Unity game engine. 
 
3.4 A Marker-Based Location 

The developed marker-based location system utilizes a marker as a spatial index to connect physical 
locations with virtual information. The system functions as follows: Firstly, the camera captures an image with a 
marker on the mobile device. The image is then forwarded to the classifier algorithm, which is designed to classify 
data into different categories or classes and assumes a relatively balanced distribution of classes to create the 
marker ID by generating the code. Then, the marker code is sent to the database as a key value to look for associated 
information. Next, the system sets the location and direction in the virtual environment. However, the system does 
not display any data if the code is not recognized in the database. As the mobile device moves, the system transmits 
updated data concerning the location and direction to the real world in real-time. The system does not update any 
data if the mobile device has not moved. 
 

 
 

Figure 4. Example of the markers. 
 
3.5 Application Authoring 

The proposed system provides real-time information, such as the user's current location, which is used to 
calculate the distance to the exit via a virtual green line. The system also provides voice and arrow directions for 
evacuation guidance, virtual green line, exit, and distance from the current location to the exit and recommends 
the appropriate evacuation route in case of obstacle avoidance. In the proposed system, the starting point is an 
image containing a marker, which is used to measure the distance to the exit, determine whether the evacuation 
route adheres to safety rules, and plan the corresponding exits for each room in the building. If the user moves 
away from the exit or does not follow the evacuation guidance, the system will recalculate the distance from the 
current location and display real-time information to the user on their next interaction. Additionally, in the case of 
obstacle avoidance, the proposed system will recommend the appropriate evacuation route to the user in real-time. 
 
3.6 The Shortest Fire Evacuation Route 

The proposed architecture for a fire evacuation system is an integrated framework that stores location data 
in a 3-D model, calculates the shortest fire evacuation route for each user, and generates a green line to display the 
virtual evacuation route with voice and arrow directions in the building. Building Information Modeling (BIM) is 
an effective visualization tool that helps allocate evacuation areas in the building to each exit based on the latest 
locations of fires and evacuees. C# is the primary programming language used for scripting in this study.       
The shortest evacuation route is calculated using the A* algorithm.  

A* algorithm is a heuristic search algorithm that finds the shortest paths between a starting node and an 
end node and uses a heuristic function to estimate the cost of reaching the goal, which helps it to search for the 
optimal path efficiently. The advantage of the A* algorithm is that it is simple and relatively fast (Erke et al., 2020). 
Moreover, the A* algorithm can be computed By Equation (1).  

 
      𝑓𝑓𝑓𝑓(𝑛𝑛𝑛𝑛) = 𝑔𝑔𝑔𝑔(𝑛𝑛𝑛𝑛) + ℎ(𝑛𝑛𝑛𝑛)            (1) 

 
Where: f(n) is the cost function from an initial point to the destination; g(n) is the actual cost from an 
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A* algorithm is a heuristic search algorithm that finds the shortest paths between a starting node and an 
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Where: f(n) is the cost function from an initial point to the destination; g(n) is the actual cost from an 

initial point to the node n in state space; h(n) is the estimated cost of the optimal path from the node n to the 
destination. 
 

 
 

Figure 5. The example of finding the shortest paths using the A* algorithm (Mahadevi et al., 2012) 
 
3.7 The Real-Time Obstacle Avoidance System 

Construction site environments involve many temporary works and constantly changing workplaces.     
As a result, the number of occupants, spaces, and evacuation routes can vary daily (Marzouk & Daour, 2018). 
Additionally, obstructed hallways from materials and equipment can make it challenging to identify evacuation 
routes. Therefore, it is essential to design an evacuation route application that can avoid obstacles in real-time. 

The proposed architecture for the real-time obstacle avoidance system is an integrated framework that 
stores location data in the 3-D model and avoids obstacles in the building. Building Information Modeling (BIM) 
is an effective visualization tool that helps allocate evacuation areas in the building, and Google Sheets is a web-
based spreadsheet program developed by Google. It allows users to create, edit, and collaborate on spreadsheets 
in real-time, which use internet access to identify and update the position of materials and temporary works in the 
3-D model. C# is the primary programming language used for scripting in this study.  

The real-time obstacle avoidance system using A* algorithm is an effective approach for planning 
collision-free paths in complex environments. It is widely used in robotics and autonomous systems for navigation 
and the range of information provided by Google Sheets. The system must sense the environment and detect 
obstacles to plan a collision-free path. The detected obstacles are then marked in the graph as nodes or edges that 
cannot be traversed. The A* algorithm is then applied to find the shortest path from the starting node to the goal 
while avoiding obstacles. 
 

 
 

Figure 6. The concept obstacles avoidance system using A* algorithm 
 
3.8 The Experiment 

In this study, the proposed system was tested through an experiment to visualize and display the user's 
location, the shortest evacuation route, and an obstacle avoidance system in real-time on a real-world scene. Based 
on the application's built-in calibration system, 36 markers with patterns were installed on the 4th floor as nodes, 
such as rooms, corners, and fire exits, as shown in Figure 8, and were defined in the 3-D model in both virtual and 
real environments. 
 

        
    
(a)       (b) 

 
Figure 7. Example of the marker's location in the virtual and real environment. 
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The authors of this study designed three case studies for data collection in the case of obstacles avoidance 
systems as follows: 

1. Case 1: the real environment in normal condition 
2. Case 2: Adding one obstacle location 
3. Case 3: Adding two obstacle locations 
The proposed system integrated the evacuation route and exit in the experiment by capturing images 

containing the marker. The proposed system then detected markers that triggered the display of the user's location 
and the shortest obstacle avoidance system in real-time on a real-world scene. Finally, the system calculated the 
shortest evacuation route based on distance and recommended the appropriate evacuation route to the user in real-
time. 

 
4. RESULTS 
4.1 The Shortest Fire Evacuation Route 

From the experiment, the proposed system could detect markers and provide real-time access to 
information such as the current location, exit, distance of the shortest route from the current location to the 
destination, and virtual green line, voice, and arrow direction for evacuation guidance to the user in real-time. 
 

 
 

Figure 8. Details the method for integrating the evacuation route and exit using the proposed system. 
 

 
 

Figure 9. The output of the proposed system. 
 

4.2 The Real-Time Obstacle Avoidance System 
The result showed that the proposed system could identify the position of obstacles and detect obstacles 

from a Google Sheet in real-time, which uses internet access to identify and update the position of obstacles. When 
an obstacle appears in a building, the proposed system could avoid obstacles and immediately recommend an 
appropriate evacuation route to the user. 
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Figure 10. Three case studies of obstacles positions for the experiment. 
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Figure 11. The output of the obstacle avoidance system in cases 1 and 2. 
 

 
 

Figure 12. The output of the obstacle avoidance system in case 3. 
 

Figures 11 and 12 present the results of the proposed system in case of an obstacle avoidance system.   
The results show that the proposed system could be recommended the appropriate evacuation route to the user in 
real-time regarding obstacle avoidance, which is exit 3 and 4 in cases 1 and 2, respectively. In addition, in case 3, 
it was impossible to walk through due to obstructions. Therefore, instead, the proposed system could be 
recommended to the user to the next exit, which is exit 1. 

 
5. CONCLUSIONS 

In conclusion, the proposed system is a BIM-based and Augmented Reality (AR) application that improves 
fire evacuation systems and provides real-time access to information for evacuating from hazardous locations. In 
the case study, the proposed system was tested through an experiment to visualize and display the user's location, 
the shortest evacuation route, and an obstacle avoidance system in real-time on a real-world scene. The experiment 
was conducted using the proposed system on the 4th floor of the Department of Civil Engineering Building at 
Chulalongkorn University, based on the application's built-in calibration system. The results showed that the 
proposed system could provide real-time access to information such as the current location, exit, distance of the 
shortest route from the current location to the destination, and virtual green line, voice, and arrow direction for 
evacuation guidance. Furthermore, the proposed system could recommend the appropriate evacuation route to the 
user in real-time regarding obstacle avoidance. If it was impossible to walk through due to obstructions, the 
proposed system could recommend the user to the next exit. Therefore, this proposed system is effective and 
convenient for decision-making, helping users find destinations quickly and efficiently. 

However, this study has some limitations that need to be addressed in the future. One limitation is that the 

Obstacle position Obstacle position 

Virtual green line 

Virtual green line 
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proposed system can only provide real-time information if the user captures an image containing a marker on their 
mobile device. This means that if the user is not near a marker location, they will not receive real-time information 
from the system. In addition, more types of sensors will be embedded into the proposed system in future work, 
including temperature, smoke, and flammable sensors, to calculate and prevent the system from selecting the next 
exit, which is safe from the location of the fire, and provide information to the users. 
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